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ABSTRACT 
 

Assemblers are used to convert assembly language programs 
into corresponding machine code and therefore machine 
dependent   system software.  It  is  the  great  diversity  in 
existing   microprocessor   architectures   that   prohibits   the 
universal  use  of  any  simple  software  products.  This 
paper introduces   Neural   Network   in   assemblers   so   
that   the assembly language of a computer can be extended 
which helps to process a language that is completely different 
from native assembly language. 

  
Key words: Assembler, Back propagation algorithm, 
Database, Neural network.  

  
1. INTRODUCTION 
 

Assembler is machine dependant system software.  The 
machine dependency of assemblers can be considered as a 
drawback because of the use of different instruction sets and 
other specific machine dependent features. As each machine 
contains  different  instruction  set,  it  is almost impossible to 
run  an  assembly  language    instruction  of  one  system  in 
another [3]. To solve this, several cross platform assemblers 
such as   PASM, NASM are used. Cross platform assembler 
is an assembler that generates code for a platform other than 
the  one  on  which  it  runs  or  which  is  running  on  a  host 
platform   and   generates   a   machine   code   for   another 
destination  platform  [4],  [5]. But these too have their own 
limitations   as   they   are   limited   by   the   non   identical 
instruction   sets   in   various   processors.   This   causes  the 
manufacturer's  to  make  assembly  language  which  
supports each  different  machine.  This  paper  aims  to  
provide  a  new pathway   in  the  field  of  assembly  
language.  Instead of creating different assemblers, a single 
universal assembly system can be implemented with the help 
of Neural Network being introduced to it. 

 
2. BASIC CONCEPTS 
 
The Basic concepts used are a multi layered feed forward 
network form of Neural Network, and the back propagation 

algorithm which uses supervised learning technique for 
training the neural network. These concepts are implemented 
in assemblers in order to make it universal. 
 
2.1 Neural Network 
 
Neural Network is an information processing system, which 
resembles  the  behavior  of  the  brain  to  solve  real  time 
application  problems.  The  Neural  Network  itself  is  not 
actually  an  algorithm,  but  a  framework  for  many  other 
machine  learning  algorithms  to  work  together  and  
process complex data inputs [5]. 
 
2.2 Multilayer Feed Forward Networks 
 
Network architecture is the arrangement of, a set of neurons 
to   form   layers   and   the   connection   pattern within and 
between these layers [1].  A  multi  layered  feed  forward 
network  is  used  here  because  in  back propagation 
learning algorithm which is used to train the Neural Network 
here, is normally  applied  to  such  networks  (Multi  layered  
feed forward network). 
 
A multi layered feed forward network contains an input and 

output   layer   along   with   a   set   of   hidden layers.  Each 
connection  between  the  layers  will  be  associated  with  a 
weight  value which is updated using the learning algorithm 
used.  Figure 1 represents the architecture of Multi layered 
feed forward network. 
 
2.3 Supervised Learning 
 
Here the connection weights of the Neural Networks are 
adjusted   and   updated   using   supervised   learning   rule. 
Learning  is  the  process  by which a Neural Network adapts 
itself to a stimulus by making required parameter or weight 
adjustments  in  order  to  produce  the  desired  output  [1].  
In supervised learning an input vector is provided to the 
Neural Network  which  in  turn  produces  the  
corresponding  output vector  which  is  the  actual  output.  
This output vector is compared   with   the   desired output  
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Figure 1: Architecture of Multi - layered feed forward network [8]. 
 
and if there is any difference between the two output vectors 
an error signal will be generated using which the weight 
adjustments are done.   Generally,   this   learning   process is     
to tune the parameters in the model and to produce output 
that best fits the output in the learning set for a given input 
[4].  
 
2.3 Back propagation Network 
 
Back  propagation  is  a  method  used  in  Neural Networks 
to calculate  the  gradient  that  is  needed  for  the  
calculation  of weights to be used in the network [2]. There 
are two phases in  the  back  propagation  learning  algorithm,  
a feed forward phase  and  a  back  propagation  of  error  
phase.  In the first phase the input signal received by each 
neuron is transmitted to the processing unit in the next layer 
after calculating the net input in each unit. In the second 
phase each unit in the output layer receives a target pattern 
which is compared with actual output to find out the error, if 
any. If an error is being detected  it  is  fed  backward  to the 
neurons in the preceding hidden  layer  in  order  to  update  
the weights. After that, the contribution  of   hidden  layer  
for  the  error  occurred  in  the output layer is calculated to 
update the weights of neurons in the  previous  layer.  This 
process is repeated for all the preceding layers .Figure 2 
shows the architecture of a back propagation network. 

 

 Figure 2: Architecture of back propagation 
network. 

 
 

3. IMPLEMENTATION OF NEURAL NETWORK 
 
Assemblers are machine dependent. They are related to the 
architecture of the machine on which they run.  This is 
because of the difference in the addressing modes as well as 
the instruction sets that vary with the processors. Therefore 
different processors require different assembly language 
programs [9], [10]. The basic function of assembler is shown 
in         Figure 3.  By  introducing  the  concept  of  Neural 
Networks,   assemblers   can   be   modified   to   accept   any 
assembly  language  program  irrespective  of  the  processor. 
The  Neural  Network  is  used  to group the given instruction 
into a particular set and to find out the addressing modes and 
instruction  type  used  in  each  instruction.  And with this 
information the conversion process is being done. 

 
The  first  step  is  to  create  a  database  which  contains  all 
possible  instructions  sets, of all the available processors. In 
the  database  each  table  contains  the  instruction  sets  of  a 
particular  processor  Each  column  contains  the  different 
instructions available in a particular processor and each row  
contains  the  different  addressing  modes  used  in  that 
processor.  Table 1 represents how the instructions (only 
some instructions of 8086 processor) are being stored in the 
database.  Once the entire database is created it can be used 
any number of times for conversion. 

 
Once  the  database  is  created  the  initial  phase  is  over.  
The next phase is to use two neural networks to identify the 
type of each instruction (eg. whether it is an addition 
instruction or multiplication instruction and so on.) and the 
addressing modes used in the given assembly language. For 
that, at first the neural network is to be trained using back 
propagation algorithm.  The aim of using   back propagation 
algorithm is to  train  the  multi  layer  feed  forward  neural  
network  to achieve   a   balance   between  the  nets  ability  
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to  respond (memorization) and its ability to give reasonable   
responses to  the  input  that  is  similar  but  not  identical to 
the one that was used in training [1]. 
 
The  first  neural  network  identifies  the  group  to  which  
the given  instruction  belongs.  The  Neural  Network  is  
trained using  the  instructions  from  different  processors  
using  the technique  of  supervised  learning.  The  
advantage  of  back propagation  algorithm  is  that  it  need 

not to be trained with all the instructions of all the 
processors, rather a small group of    instructions  from  each  
processors  are  chosen  and  the network  is  trained  using  
that.  On  receiving  the  assembly language  instructions  the  
first  neural network identifies the type of instruction (i.e. to 
which group of instruction do the given  instruction  belong  
to)  and the second neural network uses the output from the 
previous neural network to identify the  addressing  mode  of  
the instruction. Both these data are

found and stored in two separate variables. 
 

The  information  obtained  from  the  network  is used to 
find the  corresponding  instruction  of  the  specified  
processor. A platform independent programming language 
is used for this purpose.  The database is used in this phase 
for the purpose of finding out the equivalent instruction for 
conversion. The algorithm given below describes the step to 
be performed during the conversion process 
 

Connection and conversion 
Algorithm 

 
Step 1: Initialize the variable ‘table_name’ with the name 

of the Processor used in the Host machine. 
 

Step 2: Connect to database 
 

Step 3: Send SQL query 
 
Step 4: The corresponding instruction is fetched from 

the table ‘tablename’ with the help of any 
searching algorithm (Here, the output from 
neural 
networks is used for searching) 

 
Step 5: Assign the data values to the retrieved instruction 

 
Step 6: Close the connection. 

 
At first the database is being searched to find out the table 
which   corresponds   to   the   processor   used   in   the   
host machine.   Once   the   table   is   found   out,   the   
column corresponding to the instruction type is selected and 
then the 
 

 
Figure 3: Flow chart of Conversion of assembly language. 

 

row corresponding to the required addressing mode is being 
selected.  After that the corresponding instruction is fetched 
from the table and is used for the conversion process. Thus 
the given instruction in any assembly language is converted 
to the assembly language corresponding to the processor 
used in the host machine. Now the assembler can convert the 
assembly language to its machine equivalent format. 
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Table 1: Instruction set in 8086 microprocessor 
 

Addressing 
Modes Move Addition Subtraction Multiplication Division 

Register MOV AX,BX ADD AX,BX SBB AX,BX MUL BH DIV BX 

Immediate MOV AX,5000H ADD AX,5000H SBB AX,5000H - - 

Indexed MOV AX,[SI] ADD AX,[SI] SBB AX,[SI] MUL AX,[SI] DIV AX,[SI] 

Register relative MOV 
AX,50H[BX] 

ADD 
AX,50H[BX] SBB AX,50H[BX] MUL AX,50H[BX] DIV AX,50H[BX] 

Table 2: Comparison 
 

Cross Assembler(Macro based) Neural  Assembler 

Mostly Hardware Specific (It depend upon the type of 
processor) 

 
It does not depend upon the type of host processor 

The chance of getting an error is high The chance of getting an error is low 

Group macros are used. Neural networking is used. 

Less User friendly User friendly 

Difficulty in maintenance and update Easy to  maintain and update 

Difficult to implement Easy to implement 

 
 

5. RESULT 
 
Implementing neural network in assemblers resolves the 
basic drawbacks of macro based cross assemblers which is 
shown in Table 2 [11]. 

 
 
 
 
 

6. CONCLUSION 
 

Assembler     being     machine     dependent     prevents     
the generalization of assembly languages among processors. 
Introducing   the   concept   of   neural   network      helps   in 
modifying    the    machine    dependent    features    of    the 
assembler. This    modification   allows   different   assembly 
language programs to run on different machines. 

 
The most important drawback of a cross assembler is that it 
can’t be used for all the processors.  For example, cross 
assembler designer for 8080 processor can’t be implemented 
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or used in machines using 6500 processors. The basic reason 
behind   that   is,   6500   instruction   set   contains   explicit 
addressing modes where as 8080 does not.  This can be 
overcome by implementing neural network in assemblers, as 
the addressing mode of each instruction is found out with the   
help   of   neural   network   and   then   it   is   converted 
accordingly [6], [7], and [11]. 

 
A   further   step   would   be the use of efficient search 
optimization techniques so that the time consumed whereas 
searching the database can be reduced. And the use of back 
propagation algorithm can be expensive, as the network 
converges slowly. And by using other efficient training 
algorithms will help to avoid that. 
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