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ABSTRACT 

 
Diabetes the silent killer which kills part by part of our life 
Diabetes can strike anyone, from any walk of life. It is not only a 
disease but also a creator of different kinds of diseases like heart 
attack, blindness, kidney diseases etc. It is found that in last 
decades the cases of people living with diabetes jumped almost 
350 million worldwide. Early detection of diabetes can reduce 
the health risk in patients. With rise of new technology like 
machine learning we have a solution to this issue, a system for 
predicting the chance of diabetes. Machine learning techniques 
increase medical diagnosis accuracy and reduce medical cost. 
This paper aims to predict diabetes via supervised machine 
learning algorithms such as decision tree. In our work we have 
used the Pima Indians Diabetes Dataset from UCI Machine 
Learning Repository. 
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1. INTRODUCTION 

 
Diabetes is a disease caused by decreased production of insulin 
or by decreased ability to use insulin.Diabetes[8] is one of the 
most endocrine disorders that affect 425 million people 
worldwide.It affect both male and female with different age 
group.The early identification of diabetes[9] is only remedy to 
escape from the threat of this deadliest disease. Eating an 
unhealthy diet being overweight or obese and not exercising 
enough may play a role in developing diabetes. The early 
symptoms of untreated diabetes are frequent 
urination,increased thirst,feeling tired, hungry and vision 
problems and they have easy chance of developing infections 
in bladder,skin and in vaginal area. 
 
Data science is a multi-disciplinary field that uses scientific 
methods, processes, algorithms and systems to extract 
knowledge and insights from structured and unstructured data. 
Data science encompasses the fields of data mining and big 
data. Data science is a "concept to unify statistics, data 
analysis, machine learning and their related methods" in order 
to "understand and analyze actual phenomena" with data 
 
Machine Learning (ML) is a division of algorithm that allows 
software applications to become more definite in predicting 
outcomes without being explicitly programmed. The basic aim 
of machine learning is to build algorithms that can receive 
input data and use statistical analysis to predict an output while 
updating outputs as new data becomes available. Machine 
learning algorithms are classified into supervised and 
unsupervised. 

1.1 Supervised learning 
 
Supervised algorithms need a data scientist with machine 
learning skills to give both input and desired output.Data 
scientists determine which variables, or features, the model 
should analyze and use to develop predictions. Once training is 
finished, the algorithm will apply what was learned to new data. 
 
Supervised machine learning systems provide the learning 
algorithms with known measures to support future judgments. 
chatbots, facial recognition programs, expert systems and robots 
are among the systems that may use either supervised or 
unsupervised learning. Supervised learning systems are mostly 
associated with recovery-based AI but they may also be capable 
of using a generative learning model. 
 
Supervised learning problems can be further grouped into 
regression and classification problems. 
Classification: A classification problem is when the output 
variable is a category, such as “red” or “blue” or “disease” and 
“no disease”. 
Regression: A regression problem is when the output variable is 
a real value, such as “dollars” or “weight”. 
 
1.2 Unsupervised learning 
 
Unsupervised algorithms do not need to be trained with 
expected outcome data. Instead, they use an iterative method 
called deep learning to analyze data and arrive at conclusions. 
Unsupervised learning algorithms are also called neural 
networks.They are used for more complicated processing tasks 
than supervised learning systems, including image recognition, 
speech-to-text, pattern recognition and automatic target 
recognition. These neural networks work by linking through 
millions of examples of training data and identifying often 
subtle correlations between many variables. Once trained, the 
algorithm can use its store of associations to interpret new data. 
These algorithms have only become beneficial in the age of big 
data, as they demand massive amounts of training data. 
 
The work focus on predicting the chance for diabetes using 
various machine learning techniques such as decision 
tree,logistic regression and naive Bayes.Performance of these 
algorithms are compared and better one is chosen for 
prediction.The remaining part of the paper is organized as 
follows.Section II includes related works of diabetes prediction. 
Section III is about proposed system,it shows the working of 
our system from data collection, classification and to final 
results .Section IV is about the conclusion and future works it 
shows about further improvement we can apply on this system. 
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2. RELATEDWORKS 
 

The section analyses various research works that are related to 
the proposed work.VaishaliAggarwal[4] offered a 
performance analysis based on the competitive learning 
algorithms  on  Gaussian data  for  spontaneous cluster  
selection  and  also studied  and evaluated  the  performance  
of  these  algorithms  and  randomized  results  have  been 
analysed on 2-D Gaussian data with the learning rate 
parameter kept simple for all algorithms. Algorithms used in 
their work include clustering algorithm and frequency 
sensitive  algorithm. Supervised learning machine algorithms 
are used for classification of the Gaussian data. K.Srinivas [7]  
established applications of datamining techniquesin healthcare 
and prediction of heart attacks. This research used medical 
profiles such as age,  sex, blood  pressure  and blood  sugar 
and  predicted  the possibility  of patients getting a heart and 
kidney problems . 
 
Song et al. [1] defined and explained different classification 
algorithms using different parameters such as Glucose, 
BloodPressure, Skin Thickness and insulin. The studies were 
not included pregnancy parameter to predict diabetes disease 
(DD). In this work, the researchers were using only small 
sample amount data for prediction of Diabetes. The algorithms 
were used by this paper were five different algorithms GMM, 
ANN, SVM and EM. Finally. The researchers conclude that 
ANN (Artificial Neural Network) was providing High 
precision for prediction of Diabetes. 
 
Xue- HuiMeng et al. [3] in this study the researchers used 
different data mining techniques to predict the diabeticdiseases 
using real world data sets by collecting material by spread 
questioner .in this study SPSS and weka tools were used for 
data analysis and prediction respectively .in this study the 
researchers equate three techniques ANN, Logistic regression, 
and j48 .finally it was concluded as j48 [6] machine learning 
technique provide efficient and better accuracy. 
 
Bashir,S.Qamar[5]proposed individual disease risk prediction 
based on medical history. This  paper  also  predicts  each 
patient’s  greatest  disease  risks  based  on  their  own medical  
history  data.Dataset are used for medical coding and 
concerted assessment and recommendation engine (CARE) 
information technique. From this literature, it is observed that 
the machine learning algorithms place a important role in 
knowledge detection form the databases especially in medical 
diagnosis with the medical data. 
 
Sajidaet al.[2]by using CPCSSN(Canadian primary care 
sentinel surveillance Network ) dataset and three machine 
learning methods to predict the diabetes Disses (DD) in early 
stage to safe human life at from early death .on this study 
Bagging ,Adaboost,and decision tree(J48) were used to predict 
the diabetes and the researcher was compare the result of those 
methods and concluded that Adaboost method was provide 
active and better accuracy than the other methods inweka data 
mining tools. 

Pradhan et al in [4] used Genetic programming (GP) for 
prediction of diabetes. Results achieved using Genetic 
Programming gives optimal accuracy as compared to other 
implemented techniques.  
 
3.PROPOSED SYSTEM 
 
Machine learning classification algorithms namely Decision 
Tree are used in this prediction. From them the best algorithm is 
selected and used for earlyprediction of diabetes. Experiments 
are performed on Pima Indians Diabetes Database (PIDD) 
which is sourced from UCI machine learning repository. 
 
3.1 DECISION TREE 
 
Decision tree is one of the supervised machine learning 
algorithms. It is useful in making decision by producing tree 
like model of decision where the data is continuously split 
according to a certain parameter. The tree contain two units 
namely decision nodes and leaves. Decision nodes are where 
the data is split and the leaves are the decisions or the final 
outcomes. From the training data, the algorithm generates 
decision trees to solve classification and regression problem. 
 
3.2 DECISION TREE ALGORITHM 
 
• Select the best attribute using attribute selection measure like 
gini index   
• Make that attribute as the decision node and breaks the dataset 
into smaller subsets 
• Start tree building by repeating this process recursively for 
each child until one of the condition match 
• All the tuples belong to the same attribute value 
• There are no more remaining attribute 
 

 
   Figure 1: Decision Tree Generation 
 
This figure shows proposed model for decision tree. Firstly the 
data is divided into two types training data and testing data. 
Training data is used to train the model and testing data is used 
to test the trained model.The trained data is passed into decision 
tree generator.In decision tree generator, from the training data 



                Jensia Thomas et al., International Journal of Information Systems and Computer Sciences, 8(2), March - April  2019, 55 - 58 
 

57 
 

 
 

the best attribute is selected using gini index. Model is 
evaluated by test data in terms of accuracy,precision and 
recall. 
 
Accuracy = TP+TN/TP+FP+FN+TN                                      
(1) 
 
Precision = TP/TP+FP               
(2) 
 
Recall = TP/TP+FN               
(3) 
 
 
 
3.3 DATASET 
 
Dataset is taken from the National Institute of Diabetes and 
Digestive and Kidney Diseases. 
This dataset contain data of 768 people. 
Attributes: 
Plasma glucose concentration a 2 hours in an oral glucose 
tolerance 
Diastolic blood pressure (mm Hg) 
Hour serum insulin (mu U/ml) 
Body mass index (weight in kg/(height in m)^2) 
Age (years) 
Class variable (0 or 1) 
0-it indicates person has diabetes 
1-It indicates no diabetes for person 
 

 
 
Figure 2: Pima Indian Diabetes Data Set 
 
 
3.4 BUILDING DECISION TREE MODEL 
 

 
 
3.5 PREDICTION 
 

 
 

Accuracy can be computed by comparing actual test set values 
and predicted values. 
 

 
 
 
4. EXPERIMENTAL RESULTS 
 
Decision tree structure of Pima dataset is shown in Figure 3.  
The root node is glucose which can show the glucose has the 
max  gini index. 
 

 
 
Figure 3: Decision Tree 
 
In the decision tree chart[7], each internal node has a decision 
rule that splits the data. Gini referred as Gini ratio, which 
measures the impurity of the node. A node is pure when all of 
its records belong to the same class, such nodes known as the 
leaf node. 
 
Gini index = 1-∑j pj

2                  (4) 

 
Here, the resultant tree is unpruned. This unpruned tree is 
unexplainable and not easy to understand. 
 
4.1 OPTIMIZING DECISION TREE PERFORMANCE 
 
Criterion: optional (default=”gini”) or Choose attribute 
selection measure: This parameter allows us to use the different-
different attribute selection measure. Supported criteria are 
“gin” for the Gini index and “entropy” for the information gain. 
 
Splitter: string, optional (default=”best”) or Split Strategy: This 
parameter allows us to choose the split strategy. Supported 
strategies are “best” to choose the best split and “random” to 
choose the best random split. 
 
Max depth: int or None, optional (default=None) or Maximum 
Depth of a Tree: The maximum depth of the tree. If None, then 
nodes are expanded until all the leaves contain less than 
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min_samples_split samples. The higher value of maximum 
depth causes over fitting, and a lower value causes under 
fitting. 
 

 
 
4.2 VISUALISATION 

 
 
 
5. CONCLUSION 
 
One of the important real-world medical problems is the 
detection of diabetes at its early stage. . Experiments are 
performed on Pima Indians Diabetes Database. The prediction 
analysis is the technique in which user predicts the future on 
the basis of current situations. In this work, systematic efforts 
are made in designing a system which results in the prediction 
of disease like diabetes. During this work, decision tree 
algorithm is studied and evaluated based on accuracy. 
Experimental results showed the adequacy of the designed 
system with an achieved accuracy of 87 %. Decision trees tend 
to over fit quickly at the bottom and also have poor prediction 
accuracy for responses with low sample sizes. The work can 
be extended and improved by using logistic regression on our 
prediction system.  In future, the designed system with the 
used machine learning classification algorithms can be used to 
predict or diagnose other diseases. The work can be extended 
and improved for the automation of diabetes analysis 
including some other machine learning algorithms. 
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