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 
ABSTRACT 
 
Web is the most unstructured and ever expanding repository. 
It has taken the living standards and access to information 
source to the peek. With the increase in demands of 
information retrieval it has become very important to analyze 
and study the web well to help users find the relevant data. 
One most common hindrance to efficient Information 
Retrieval is ambiguity in search terms entered by the user for 
searching data. In this paper we will be discussing different 
web mining and word sense disambiguation techniques. Also 
we are proposing an algorithm which will face such problems 
and give user the most relevant results.   
 
Key words: Lexical Ambiguity, Web Mining, Word Sense 
Disambiguation  
 
1. INTRODUCTION 
 
Highlight In our day to day life, Internet has become a basic 
necessity. Complete world is accessible at one click. But as we 
know, with great advancement in technologies comes a great 
deal of challenges. We achieve milestones through our efforts 
yet strive to bear and tackle the after effects. Internet 
warehouse is vast and expanding rapidly. But the share of 
organized data is decreasing at almost the same rate. What 
needed is a way to logically and systematically use and 
maintain this datum. For this it is necessary to study the 
structure of web and web mining techniques. Another 
problem faced by the user is the ambiguity present in search 
terms, which is included knowingly or unknowingly by user. 
User always expects to get the relevant results in return of 
whatever he/she enters as search terms. There can be various 
type of ambiguities present in search terms. In this paper, we 
will be proposing an algorithm which would resolve lexical 
ambiguity of search terms and return the most relevant results 
to user.  
 
2. WEB MINING 
 
Web Mining is a process of extracting knowledge from web 

 
 

data where at least one structure or usage data is used in 
mining process [5]. The absolute process of extracting 
knowledge from web data is given in Figure 1 [7]. Patterns are 
recognized in raw data using mining tools and knowledge is 
then gained out of those pattern using different representation 
and visualization techniques.  
 
 
 
 
 
 

Figure 1: Process of Web Mining 
 
3.  WEB TAXANOMY 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Web Mining Categories [1] 
 

Web Mining is categorized on three basis, Web Content 
Mining, Web Structure Mining and Web Usage Mining. All 
the mining categories use different approaches to mine the 
data. Web Mining Categories are explained below in detail: 
 
3.1. WEB CONTENT MINING 
 
Web Content Mining is the process of capturing useful 
information from the contents of web documents. Content 
data corresponds to collection of data embedded in web pages 
to convey something to the user [5]. 
 
3.2. WEB STRUCTURE MINING 
 
Word Structure Mining is extracting structural information of 
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web [5]. Structure of web is considered as a graph that depicts 
web pages as nodes and hyperlinks as edges connecting two or 
more web pages. 
 
3.3. WEB USAGE MINING 
 
Web Usage Mining is the mining technique to discover 
interesting usage patterns from web data. Usage data captures 
identity or origing of web users along with their browsing 
behavior at website [5].  
 
4. SENSE AMBIGUITY 
 
When a word, phrase or a sentence has more than one 
interpretation it is said to be ambiguous. There are two type of 
ambiguity: Syntactic and Semantic. 
 
4.1. SEMANTIC AMBIGUITY 
 
 When a word has more than one meaning it may result in 
semantic or lexical ambiguity. E.g. Shade can used to 
represent a color shade or it can be used as place to hide. 
 
4.2. SYNTACTIC AMBIGUITY 
 
When structure of a sentence leads to more than one possible 
interpretation. E.g. John saw the man on the mountain with a 
telescope. (Who has the telescope? John, the man on the 
mountain, or the mountain?) 
 
We confront with ambiguities of natural language in daily 
use. However humans don’t find it much difficult to resolve 
such sense ambiguity. But for machine it is a great deal of 
work to resolve ambiguity. Hence for the purpose of resolving 
sense ambiguity we use Word Sense Disambiguation (WSD). 
 
5. WORD SENSE DISAMBIGUATION & ITS 
APPROACHES  
 
Word Sense Disambiguation is a task of identifying the 
correct meaning of a word in context at lexical level. It is a 
fundamental problem of Natural Language Processing. There 
are various distinguish approaches used for WSD [6]: 
 
5.1. SUPERVISED APPROACH 
 
This approach uses machine learning techniques for classifier 
to learn from labeled training sets, that is, sets of examples 
encoded in term number of features together with their 
appropriate sense label (or class) [6] [11]. 
 
5.2. SEMI SUPERVISED  
 
In this approach both sense labeled and unlabeled data are 

employed in different proportions for a classifier to learn. 
This is most widely used approach due to the lack of training 
sets. There is only a partial amount of supervision [6] [11]. 
 
5.3. UNSUPERVISED APPROACH 
 
This approach is based on unlabeled corpra, and do not 
exploit any manually sense tagged corpus to provide a sense 
choice for a word in context [6] [11]. 
 
5.4. KNOWLEDGE BASED (KNOWLEDGE RICH, 

DICTIONARY BASED) 
 
It relies on the use of external lexical resources, such as 
machine readable dictionaries, thesauri, ontology, etc. [6] 
[11] 
 
We have used Supervised Dictionary based approach in our 
proposed algorithm to disambiguate the search terms. 
 
6. PROPOSED ALGORITHM 
 
Proposed system disambiguates search terms to provide user 
with the efficient results. All users have to just go through a 
one-time registration which will help disambiguate search 
queries on his interest basis. This algorithm is designed to act 
as a layer onto Google search engine but it can be developed 
onto any other search engine. There are two phases in this 
algorithm: Pre Phase and Post Phase. 
 
6.1. PRE-PHASE 
 
It is requires to tokenize the search query and remove all the 
helping and stop words, so that no false negatives results are 
retrieved. After this, disambiguation is done on the basis of 
user interest in this phase. 
 
Input: Search Query 
Output: Modified Disambiguated Query 
 
Algorithm 
 
Step 1 Preprocessing of query string  

1.1 Tokenization 
1.2 Stemming 
1.3 Stop Word Removal 

Step 2 If token contain polysemus word then 
Add sense or appropriate meaning on basis of user 
interest 

  
6.2. MATCHING PHASE 
 
In this phase disambiguated tokens of search string are 
compared with the database set of keyword, title, etc. to 
retrieve relevant results. 
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Input: Disambiguated set of tokens 
Output: Results retrieved on basis of Page Rank algorithm 
 
Algorithm 
 
Step 1 Disambiguated set of tokens is passed to the search 

engine database where tokens are matched to find 
relevant results. 

Step 2 Results retrieved are arranged according to value of 
Page Rank (Google’s Ranking Mechanism) 

 
6.3. POST-PHASE 
 
This phase calculates the dynamic page rank using a count of 
exactly matched words and rearranges the results such that 
most appropriate result appears on the top. 
 
Input: Result set retrieved from database of web pages 
Output: Relevant Results 
 
Algorithm 
 
Step 1 Calculate Dynamic Page Rank based on the relevancy 

of retrieved result to the user search terms 
Step 2 Sort the results according to the decreasing order of 

Dynamic Page Rank. 
 
7. EVALUATION MEASURES 
 
There are various number of evaluation measures available 
for evaluating the retrieved results. Some of them are: 
 
7.1. PRECISION AND RECALL 
 
Precision (P) is the fraction of retrieved documents that are 
relevant [3][8]. 

 
(1) 

 
 

Recall (R) is the fraction of relevant documents that are 
retrieved [3][8]. 

 
(2) 

Table 1: Contingency Table 

 Relevant Non Relevant 
Retrieved true positives (tp) false positives (fp) 
Not retrieved false negatives 

(fn) 
true negatives (tn) 

 
 
Where tp is relevant retrieved document 

tn is non relevant documents which are not retrieved 
fp is non relevant retrieved document 
fn is relevant documents which are not retrieved 

7.2. AVERAGE PRECISION 
Average precision computes the average value of     over 
the interval from  to [4]. 
 

(3) 
 
7.3. MEAN AVERAGE PRECISION 
 
Mean average precision for a set of queries is the mean of the 
average precision scores for each query [4]. 
 
Where Q is the number of queries. 
 

(4) 
 
 

7.4. RECIPROCAL RANK 
 
Reciprocal Rank is a statistical measure for evaluating any 
process that produces a list of possible responses to a query, 
ordered by probability of correctness. Reciprocal rank is the 
inverse of the rank of first correct answer. [4] 
 

(5) 

 Mean Reciprocal Rank is the average of the reciprocal ranks 
of results for a sample of queries Q [4]: 
                    

(6) 

8. EXPERIMENTAL RESULTS 
 
Dynamic Page Rank algorithm resolves ambiguity of various 
words and phrases. Few examples of phrase based retrieval 
are:  
Case1: we have taken a phrase intensity of flow at bank. It can 
have two meaning. One can refer to intensity of flow of water 
at river bank and another can be intensity of flow of money at 
bank which is a financial institution. Results for the same are 
shown in figure 3 and 4.  
   

 
 

Figure 3: Intensity of flow at bank (river) 
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Figure 4: Intensity of flow at bank (financial institution) 
 

Case2: We have taken another phrase process of check. This 
phrase can have two meanings. One can refer to process of 
check or verification and another can process of check and 
mate in chess. Results for the same are shown in figure 5 and 
6.  

 

 
 

Figure 5: Process of check (verification of something) 
 

 
 

Figure 6: Process of check (chess) 
 

Figure 7 depicts the comparison of average precision of page 
rank algorithm results and average precision of dynamic page 
rank algorithm results. 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7: Comparative graph for Average Precision 
 
Figure 8 depicts the comparison of reciprocal rank of page 
rank algorithm results and reciprocal rank of dynamic page 
rank algorithm results. 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 8: Comparative graph for Reciprocal Rank 
 

Figure 9 depicts the comparison of mean average precision of 
page rank algorithm results and mean average precision of 
dynamic page rank algorithm results. 

 
 

 
 

Figure 9: Comparative Graph of various Search queries for MAP 
 

Figure 10 depicts the comparison of mean reciprocal rank of 
page rank algorithm results and mean reciprocal rank of 
dynamic page rank algorithm results. 
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Figure 10: Comparative Graph of various Search queries for MRR 
 
9. CONCLUSION 
 
Web is ever expanding and with this expanding nature of web 
it is important to strengthen the retrieval methods in web 
mining. Our algorithm i.e. Dynamic Page Rank algorithm 
effectively disambiguated user search string and helped user 
to find most appropriate results. Few evaluation measures are 
also implemented to proof the relevancy and importance of 
work.  
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