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ABSTRACT

The early detection, diagnosis, prediction, and treatment of breast cancer are challenging healthcare problems. This study focuses on outlining the traditional and trending techniques used for breast cancer detection, diagnosis, and prediction, including trending noninvasive, nonionizing, and biomarker genetic techniques. In addition, a Computer Aided Detection (CAD) is introduced to classify benign and malignant tumors in mammograms. This CAD system involves three steps. First, the Region of Interest (ROI) that includes the tumor is identified using a threshold-based method. Second, a deep learning Convolutional Neural Network (CNN) processes the ROI to extract relevant mammogram features. Finally, a Support Vector Machine (SVM) classifier is used to decode two classes of mammogram structures (i.e., Benign (B), and Malignant (M) nodules). The training processes and implementations were carried out using 2800 mammogram images taken from the Curated Breast Imaging Subset of DDSM (CBIS-DDSM). Results have shown that the accuracy of CNN-SVM system achieves 85.1% using AlexNet CNN. Comparison with related work shows the promise of the proposed CAD system.
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1. INTRODUCTION

According to the latest report of the international agency for research on cancer, worldwide, breast cancer is the most common cancer among women [1] [2]. In Egypt, cancer is a challenging healthcare problem, especially breast cancer. Breast cancer rates are higher among women in developed countries as well as nearly every region globally [2].

Early detection and classification enable physicians to select the proper treatment option and improves the chance of survival, i.e., early detection can achieve a high cure rate of up to 98% [1]. Standard tests for breast cancer detection depends on age. At early twenties, a breast self-exam every month is recommended. From age 20 to 40, at least one clinical breast exam is recommended each 3 years [1] [2]. Starting from age 40 years, one annual mammogram is highly recommended [1] [2]. These standard tests always represent a challenge in developed countries, due to the relatively high cost and the non-awareness among women societies.

Current mammogram techniques involves the exposure to x-rays, which is an ionized radiation. Ionized radiation causes the atoms to turn to be ions, freeing one or more electrons from the atom. The highly exposure to ionized radiation is unsafe, and may causes mutation and/or cancer. Therefore, exploring new portable, safe, cheap, self-examine technologies is the focus of many recent research papers. Alternatively, the biopsy, which is the gold standard for breast cancer diagnosis, is an invasive technique, which is painful and may cause bleeding. This paper focuses on summarizing the breast cancer traditional and trending techniques for detection, diagnosis, and prediction, including trending noninvasive, nonionizing, and biomarker genetic techniques. In addition, a preliminary system for breast cancer detection is proposed.

The rest of this paper is organized as follows. Section 2 describes the traditional and trending techniques for detection, diagnosis, and prediction. Section 3 presents the proposed system for classifying benign and malignant tumors. Section 4 explores the results and the proposed system findings. Finally, conclusion and future work are illustrated in section 5.

2. TRADITIONAL AND TRENDING TECHNIQUES FOR BREAST CANCER DETECTION, DIAGNOSIS, AND PREDICTION

Different techniques are presented for breast cancer detection and diagnosis. The traditional and standard clinical techniques for detection and diagnosis are the mammograms as a
noninvasive imaging technique for detection and following up and the biopsy as a gold standard for diagnosis. This section presents the trends on each method. In addition, genetic biomarkers methods are introduced along with other trending noninvasive and nonionized research methods.

2.1 Trends on mammogram analysis
A mammogram intensity values change due to the different X-ray attenuation on the different breast tissues [3]. Figure 1 represents samples of the mammograms of the different types of breast benign and malignant structures, i.e., masses (Benign Mass (BM) and Malignant Mass (MM)) and calcifications (Benign Calcification (BM) and Malignant Calcification (MM)). Different analysis techniques have been presented to detect and classify breast nodules. The traditional methods include the extraction of handcrafted features for classification. On the other hand, deep learning methods, specially the Convolutional Neural Networks (CNNs) represent the state-of-the-art trend for detection, diagnosis, and classification of breast cancer nodules. Deep learning involve the training of two types of layers, convolutional layers and fully connected layers. The deep network involve many convolutional layers in order to extract low-level and high-level features for detection and/or classification. An example of deep CNN network, namely Alex network, is provided in Figure 2. Recently, 3D mammogram is a focus of current research. More specifically, Digital Breast Tomosynthesis (DBT) has been presented in [4], as an alternative to traditional 2D mammogram. However, it is still under research.

![Figure 1: Types of Mammograms images Benign Calcification (BC), Benign Mass (BM), Malignant Calcification (MC), and Malignant Mass (MM).](image)

2.2 Histological Image (microscopic images) analysis
In breast histological imaging, a biopsy sample is prepared by staining it to visualize various tissue components. A standard staining protocol, e.g., using Hematoxylin and Eosin (H&E), is used to selectively stain the blue and pink nuclear structures of the cytoplasm (see Figure 3). Recently, the use of deep learning is the state-of-the-art to analyze the histological images [3][6].

![Figure 3: Sample of histological Image](image)

2.3 Biomarkers (genetic analysis)
Biomarkers are molecules that indicates normal or abnormal conditions or diseases. For cancer, they can be found in all body tissues (the blood, stool, urine, tumor or other tissues). To characterize cancer signatures, biomarkers are used as tools of molecular biology and are useful for treatment. Their applications include the diagnosis, the prognosis, the prediction, and the treatment (see Figure 4).

![Applications of biomarkers](image)

- Classification of breast cancer
- Determination of the optimal drug and dose
- Prediction of breast cancer and if it can return

![Figure 4: Applications of biomarkers](image)
The problem with the mammogram is that it uses an ionized radiation, which is harmful and may lead to mutation or cancer, especially for repeated exposure. On the other hand, the biopsy is invasive and is painful and may cause bleeding. Therefore, recent research explores other methodologies for breast cancer detection, such as ultra-wide band (UWB) microwave imaging [7], radar-based microwave imaging [8], and imaging systems at millimeter-waves [9], thermoacoustic (TA) scanner. But these technologies are still under research and development.

2.5 Hybrid Techniques

Hybrid techniques involve the integration of two methods such as mammogram/histology, biomarkers/mammogram, etc. The integration of the features extracted from the hybrid methods can significantly improve the accuracy of detection, and or diagnosis [3].

3. PROPOSED CAD SYSTEM

In this paper, a deep Computer Aided Diagnostic (CAD) system is presented to classify breast nodules into Benign (B) or Malignant (M). The proposed CAD system is composed of three processing stages (see Figure 5). In the first stage, the ROIs are identified based on a thresholding method. In the second stage, a transfer learning is applied using AlexNet architecture, shown on Figure 2 [10]. Finally, a classification stage is used to classify tumor images. This section illustrate each of these stages.

3.1 Collected Database

To test the proposed system, the Curated Breast Image Subset of Digital Database for Screening Mammography (CBIS-DDSM) is used [11]. Examples of the CBIS-DDSM are shown on Fig. 1. In our experiments, the number of images of B nodules is 1400, and of M nodules is 1400, with a total number of the mammogram images of 2800. Image type is converted from DICOM format to PNG format. Figure 6 shows typical samples of CBIS-DDSM (i.e., B, and M), where nodules are outlined using black circles.

3.2 Extracting Tumors

The first stage in the proposed CAD system aims at extracting ROI to be processed by the CNN model. To achieve this goal, a Gaussian smoothing is applied to the database images, and the data base images are normalized between 0 and 1. Then all pixels less than the value of a threshold are classified as background, and other pixels as the required ROI (see Figure 7). By experimentations, the threshold value is selected to be 0.7.

3.3 Deep-learning architecture

The ROI images are resized to 227 × 227, to be suitable for the standard size of the AlexNet CNN input. There are three main types of layers used to build CNN architectures; CNN architectures consist of three main types of layers; (1) convolutional layer, (2) pooling layer, and (3) Fully Connected (FC) layer [12][13][14].
AlexNet contain eight layers; five convolutional layers, three pooling layers, and three fully connected layers [10][15]. The AlexNet CNN architecture is shown in Figure 2. We apply transfer learning [13][14] by keeping the pre-trained convolutional layers and the first two FC layers (FC6 and FC7) as is, and only the last fully connected layer of the pre-trained models (FCS layer in AlexNet) is replaced by a binary SVM classifier.

3.4 Classification
SVM is a supervised machine learning algorithm that sorts data in categories. The idea of SVM is to formulate a computationally efficient way of learning by separating hyper planes in a high dimensional feature space [16]. In this step, ROI images are classified as B or M according to the deep extracted features. The input of the classifier is the vectors of activities FC7 in AlexNet and the output is the class of image.

3.5 Performance evaluation
Sensitivity, Specificity and Accuracy are used to quantify the performance of the proposed CAD system [17]

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

\[
\text{Sensitivity} = \frac{TP}{TP + FN}
\]

\[
\text{Specificity} = \frac{TN}{TN + FP}
\]

where TP is the true positive, TN is the true negative, FP is the false positive, and FN is the false negative.

4. EXPERIMENTAL RESULTS AND DISCUSSIONS
The proposed system sensitivity, specificity and accuracy have been calculated for using AlexNet, and the SVM classifiers breast cancer system. This section illustrates, in details, the experimental setup, results, and related discussions

4.1 Experimentation setting
In this work, we used CBIS-DDSM mammogram dataset to verify the proposed methods using MATLAB 2018a. The proposed CAD system is trained and tested on 70% and 30%, respectively, selected randomly from the whole dataset.

4.2 Quantitative results
Table 1 compare results using the Accuracy, Sensitivity, and Specificity metrics between three different thresholds to extract the ROI using AlexNet model and the SVM classifier. The best result is achieved when using 0.7 threshold, with an accuracy of 0.851. Without step one of the proposed system (AlexNet+SVM), the accuracy dropped to accuracy 0.65, (see Table 2)

Table 1: Accuracy, Sensitivity and Specificity in Proposed system

<table>
<thead>
<tr>
<th>threshold</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>0.830</td>
<td>0.82</td>
<td>0.84</td>
</tr>
<tr>
<td>0.7</td>
<td>0.851</td>
<td>0.86</td>
<td>0.84</td>
</tr>
<tr>
<td>0.8</td>
<td>0.820</td>
<td>0.81</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Table 2 shows the comparison between the proposed CAD system with different thresholding and the Yi et al. [18] method. The proposed system accuracy is slightly better than Yi et al. [18] method. However, the utilized AlexNet is of much smaller size and less complexity than the Googlenet used by Yi et al. [18].

Table 2: Comparison results of Accuracy between Yi [18] and our proposed system

<table>
<thead>
<tr>
<th>Method</th>
<th>Database</th>
<th>CNN</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>No threshold</td>
<td>CBIS-DDSM</td>
<td>Alexnet</td>
<td>0.650</td>
</tr>
<tr>
<td>0.8 threshold</td>
<td>CBIS-DDSM</td>
<td>Alexnet</td>
<td>0.820</td>
</tr>
<tr>
<td>0.6 threshold</td>
<td>CBIS-DDSM</td>
<td>Alexnet</td>
<td>0.840</td>
</tr>
<tr>
<td>Yi [18]</td>
<td>DDSM</td>
<td>Googlenet</td>
<td>0.850</td>
</tr>
<tr>
<td>Proposed</td>
<td>CBIS-DDSM</td>
<td>Alexnet</td>
<td>0.851</td>
</tr>
</tbody>
</table>

5. CONCLUSION
In this work, the traditional and trending techniques for detection, diagnosis, and prediction are illustrated. In addition, a Computer Aided Detection (CAD) for early detect breast cancer is presented based on deep learning. The CAD system involve three steps: thresholding, deep analysis, and SVM classification. Comparison with related works show the promise of the proposed CAD system. In the future, other CNN models will be investigated. In addition, ensemble deep networks will be considered.
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