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ABSTRACT 
 
Agarwood Oil also known as Gaharu Oil is an expensive oil 
with extreme demand in the world trading especially in Japan, 
China and the Middle East countries. Currently, the grading of 
the agarwood oil quality only can be done by trained human 
graders by physically checked the color, odour and the resin 
content. However, this technique is limited due to human 
body limitation and not too accurate as it is supposed to be. To 
improve the problem faced by the existing method, the 
grading technique using Sequential Minimal Optimization 
(SMO) and Radial Basis Function (RBF) in Support Vector 
Machine (SVM) was conducted. The works involved of data 
collection, data pre-processing, SVM model development and 
testing of the developed SVM model. The finding showed that 
both RBF and SMO successfully can grade the agarwood oil 
quality due to their accuracies is above than 80 % and error 
rate or MSE is close to 0. Thus, the technique presented in this 
paper proved its capability in overcoming the constraint of 
human trained grader and benefit as well as contribute to the 
agarwood oil industry especially its oil quality grading. 
 
Key words: SMO, RBF, SVM, Oil quality, Agarwood oil, 
Classification 
 

INTRODUCTION 
 

Agarwood, also known in Malaysia as Gaharu, is a fragrant 
and valuable foreign plant harvested from Aquilaria and 
Gyrinops tree species [1]. Agarwood oil only can be obtained 
from the Aquilaria trees that are infected by a certain mold or 
attacked by insects and bacteria. This resinous heartwood of a 
tree will differentiate between an infected tree with 
non-infected tree. Four species of agarwood which are: i.e. A. 
filaria (Oken) Merr. A. sinensis (Lour.) Spreng, A. crassna 
Pierre ex Lecomte and A. malaccensis Lam. [2]. 

Back in 5th century, agarwood was used a lot in Chinese 
medicines, which are about beyond 1500 variation of 
preparations of Chinese medical stuffs. The bitterness taste of 
agarwood is used as to cure gastric issues, sedative and 
carminative, high fever, rheumatism and coughs. Not limited 
to that, agarwood has been used as incense in Islamic, Hindu 
and Buddhist ceremonies for centuries [2]. 

In agarwood trading field, estimated that beyond 18 
countries throughout Middle East and Southeast Asia have 
involved. Although every country has their own medical 
systems that has various agarwood grades, some indicators 
like sinkage, scent, color and resin have been evaluated in 
evaluating agarwood worldwide. Many countries use 
agarwood oil wit term quality; high and low and some 
countries use agarwood oil with term grade; A, B, C and D 
[3]. Each of agarwood parts has their own preference by 
traders such as, the resin content and chemical compounds are 
important for medical uses, aroma and color are preferred in 
religion purpose, and aroma and shape are important in 
collection purpose [4]. 

As agarwood oil is widely used and getting high demand in 
market, thus various methods have been discovered to 
determine the agarwood oil quality. Most of them are based 
on physical properties of the oil and seldom of them are based 
on chemical properties of the oil. Therefore, this study 
proposed another method which will utilize the chemical 
properties of the oil. The proposed technique also 
implemented the machine learning in classifying the 
agarwood oil quality. Which is Support Vector Machine 
(SVM) [5]. 

SVM created a separating hyperplane of agarwood oil 
compounds in a hyperplane region. The SVM is a computer 
algorithm that learns to set labels for objects with an example 
[5]. Vladimir Vapnik together with his team invented and first 
presented at the Computational Learning Theory (COLT) 
1992 conference with the paper. In 1995, Vapnik defined 
Support Vector Machines (SVM) as one of machine learnings 
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that distinguish all data points in one class from those in other 
class, by finding the right hyperplane [6] 

Radial Basis Function (RBF) is a kernel function that been 
used in classification method. It is a network architecture that 
uses a radial basis feature as neuron transmission or activation 
[9-13]. There are many RBF but normally a Gaussian function 
is used. The RBF is a feedforward network which can be used 
in places where a conventional network of mixtures can be 
found. This includes until the final pattern classification from 
function estimation [14].  

The main point of using RBF is to get the nodes with the 
minimum number to prevent wastage of effort in lengthy 
calculations. In recent years, major evolutions have been seen 
for RBF method, which is a technique for interpolation in a 
high dimensional space [15].  

Sequential Minimal Optimization (SMO) is popular 
training algorithm and a simple way that can easily solve the 
SVM quadratic programming (QP) tasks without using 
numerical QP optimization and without any extra matrix 
storage at all [18]. It is different from other methods, in every 
step, it opts to solve the least optimization problem possible. 
Normally, typical SVM QP problem includes two Lagrange 
multipliers. By choosing two different Lagrange multipliers to 
jointly optimize at every step and get the best values for the 
multipliers, SVM will be updated by SMO to check the best 
rates.  

In conjunction to that, the study presented the grading 
technique of agarwood oil quality with the uses of RBF and 
SMO learning algorithms during the development of the SVM 
modelling. 

 

2. METHOD 
 

The collaboration between the Forest Research Institute 
Malaysia (FRIM) and Bio Aromatic Research Centre of 
Excellence (BARCE) of University of Malaysia Pahang 
(UMP) has provided the agarwood oil sample for the project 
by the previous researcher [20]. By using RBF and SMO in 
SVM modelling, the quality of the samples evaluated and 
graded according to their compound quality.  
 Figure 1 shows the flow chart of the SVM model 
development carried out in this study. The whole process 
started by getting all the raw data from the previous researcher 
[20]. Then, data pre-processing had been carried out, which 
means the data are normalized, randomized and split into 
training and testing datasets. The next process is where the 
SVM model were developed using the training dataset which 
are 80% of all data. After that, 20% of all data are the testing 
dataset that were used to test the built network. It will only be 
accepted if the model passed, however if not, it will undergo 
data pre-processing again. To pass, the model needs to fit the 
performance criteria such as specificity, precision, sensitivity, 
confusion matrix and accuracy. Usually, the built model that 
achieved above than 80% of accuracy [20] can be accepted 
and declared as reliable to differentiate the agarwood oil 
quality. 

 

Figure 1: Flowchart of the SVM model development 
 

3.  RESULTS AND DISCUSSION 
 

The whole simulation was conducted using MATLAB 
r2018a. The code started with the load of the data into the 
Matlab workspace. Then, followed by the set of the initial 
weights, declared the input as ‘xdata’ and output as ‘group’ as 
well as its classification error. Table I and Table II shows the 
support vectors for seven compounds conducted using 
Sequential Minimal Optimization (SMO) and Radial Basis 
Function (RBF), respectively. In Table 1, 13 support vectors 
were produced by using SMO algorithm. Their values are 
varied to each other from C1 to C7 (C1 is -agarofuran, C2 is 
α-agarofuran, C3 is 10-epi-eudesmol, C4 is -eudesmol, C5 
is longifolol, C6 is hexadecanol and C7 is eudesmol).Firstly, 
the compound C1 and C2, the minimum vector of 0.00 were 
found the same at vector 1, 2 and 4. The maximum vector of 
0.4200 at vector 13 for C1 and the maximum vector of 0.6100 
was found at vector 11 for C2. For compound C3, the 
minimum vector of 0.4900 was found at vector 11 and 
10.2100 is the maximum vector found at vector 2. Next, 
compound 4 has the minimum vector of 0.00 at vector 1 and 
vector 2, while the maximum vector of 2.9000 was found at 
vector 11. Subsequently, the minimum vector of 0.0000 were 
found at vector 2 and vector 13, 0.1700 is the maximum 
vector found at vector 1 for compound C5. Compound C6 
showed the minimum vector of 0.0000 at vector 1, 2 and 8, 
while the maximum vector of 0.1600 was found at vector 6. 
Lastly, for compound C7, the minimum vector of 0.0000 were 
found at vector 1 and vector 2 and 3.0500 was found as the 
maximum vector at vector 11. 
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Table 1: Support vectors for seven compounds using 

Sequential Minimal Optimization (SMO) 

 

Refer to Table 2, 33 support vectors were produced by 
using RBF algorithm. Their values are varied to each other 
from C1 to C7 (C1 is -agarofuran, C2 is α-agarofuran, C3 is 
10-epi--eudesmol, C4 is -eudesmol, C5 is longifolol, C6 is 
hexadecanol and C7 is eudesmol). Firstly, compound C1, the 
minimum vector of -0.7251 were found at vector 1, 3, 7 and 
31, while the maximum vector is 2.984. Next, compound C2, 
the minimum vector of -0.7530 were found same at vector 1, 3, 
4 and 7, while the maximum value of 2.3903 was found at 
vector 15. Then, the minimum vector of -1.1986 was found at 
vector 18 and the maximum vector of 2.8137 was found at 
vector 25 of the compound C3. For compound C4, at vector 1 
and 3, the minimum vector of -1.3727 were found and the 
maximum vector of 1.4972 was found at vector 29. While for 
compound C5, the minimum vector of -0.2773 were found 
same at vector 2, 3, 4, 6, 19, 26 and 32, and the maximum 
vector of 3.8796 was found at vector 18. Besides, for 
compound C6, the minimum vector of -0.3605 were found 
same at vector 1, 2, 3, 4 and 16, while the maximum vector of 
4.1199 was found at vector 10. Lastly, the minimum vector of 
-0.3564 were found same at vector 1, 3, 4 and 20, and the 
maximum vector of 3.8344 was found at vector 22. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Table 2: Support vectors for seven compounds using 

Radial Basis Function (RBF)

 

The performance of RBF and SMO then were measured 
using two performance criterions; accuracy and MSE. In 
general, by graphical observation, it can be seen that the plot 
of support vectors in hyperplane were different to each other 
and it is based on numbers of support vectors produced by 
RBF and SMO, accordingly (Refer to Figure 2 and Figure 3). 

 
Figure 2: The plotted of support vectors using RBF training 

algorithm 
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Figure 3: The plotted of support vectors using SMO training 

algorithm 
 

As shown in the Table 3, the accuracy obtained by RBF and 
SMO algorithms are 94.7368 % and 89.4700 %, respectively. 
It was followed by the MSE for RBF which 0.0625 and for 
SMO which is 0.0000%. They showed that both accuracies 
are above 80 % and both MSE are close to 0.0000, indicate a 
good performance of modelling. It also proved that the 
analytical method by solving the two Lagrange multipliers in 
SMO and Gaussian function in RBF is able to grade the 
agarwood oil compounds successfully to their respective 
grade. 

 
Table 3: The MSE or error rate for RBF and SMO testing 
Algorithm Accuracy (%) Mean Square (MSE) 
RBF 94.7368 0.0625 
SMO 89.4700 0.0000 

4. CONCLUSION 
 

The study in this paper has successfully done and proven 
the successful of the agarwood oil quality grading using 
Radial Basis Function (RBF) and Sequential Minimal 
Optimization (SMO) in SVM Modelling. The analytical 
method by solving the two Lagrange multipliers in SMO and 
Gaussian function in RBF is able to grade the agarwood oil 
compounds successfully to their respective grade. This 
finding in this study is not just important, however, it also 
significant and benefits to the agarwood oil trading industry 
especially to its grading system and related research area. 
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