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ABSTRACT 
 
Software Defined Networking (SDN) is an evolving network 
framework and it is the major exciting innovations for 
optimizing network services and setup through improved 
programmability and optimization of the network. In SDN, 
unlike older system networks, a control plane determines 
whether to forwarding data is separated from the data plane 
which transfers data to chosen destinations. It allows the 
connection to the network more scalable, flexible and 
coherent (via the SDN controller). System administrators 
could quickly access network control and optimize flow of 
traffic without customizing a number of individual network 
devices with the different levels of abstraction offered by 
SDN. SDN has great potential .It has led to major investments 
of data centers, WAN and so on, and is increasing rapidly. 
 
Key words: SDN, Networking Devices, Virtualization, SDN 
Controller 
 
1. INTRODUCTION 
 
Computer networks are becoming more complicated 
everywhere now with more and more machines are emerging 
every day by providing specific set of information. The piece 
of device used in networks such as IDS(Intrusion Detection 
Systems, Routers , Switches, Firewalls and other network 
devices is usually very difficult for the network administrator 
to handle individually [1]. The Internet and its technology 
have become immensely powerful due to rapid advances in 
technology, particularly cloud computing, artificial 
intelligence, block chain, augmented reality and virtual 

reality, cognitive cloud computing, IoT, etc. Individuals soon 
figured that the quickest method to still advertise suspicious 
goods, and also to collect authentication tokens and transfer 
computer viruses  to utilize the method of wide distribution 
and simple transmission obtained by researchers who 
connected computers to each other through the Internet to 
construct a communication network with some 
significance[2].  
 
Since the last couple of years Software Defined Networking ( 
SDN) has become a vital phenomenon in the  networking 
platform. Companies and organizations trying to discuss 
SDN for their organisation and future productivity plans to 
influence it. Adequately, SDN decreases a network's CAPEX 
(capital expenditure of network equipment) and  OPEX 
(operational and maintenance expenditure) and that is 
ultimately what every corporation in the networking sector 
needs. One of the major explanations for the networking 
industry to reconsider modern network architecture is the rise 
of cloud computing, economical demands and even 
virtualization of server [3].  
 
The conventional networks can not match current network 
requirements such as optimization, central analysis and 
monitoring, carry changes or tests, least error-prone, 
functional settings on each network computer, handling of 
network traffic and virtualization of data center servers. In 
addition, traditional networks are strongly connected to 
expensive network components which do not provide any 
kind of transparency or customizable internals. To address 
these concerns open source groups have brought up together 
to inform an approach to networking. So SDN became an 
evolving approach. Software-defined Networking (SDN) is a 
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framework that intends to make competitive advantages and 
control more versatile. By abstracting the control plane from 
the data transmission function, SDN facilitates control in 
different networking devices. As the name suggests, SDN is 
implemented by applications in an effort to learn about 
implementation. SDN is a layer of software which provides 
benefits such as reduced manual processing, flexible 
reliability and centralized network device control[4].  
Present networking technologies such as SDN do away with 
the old network's static and decentralized objects. 
Centralization functionalities of SDN may contribute to an 
active and stabled network but privacy is a key concern. The 
groups have assembled with a firewall, antivirus software and 
an intrusion detection system to prevent unauthorized access 
to the network. [5]. SDN  has been originated from Open 
flow. SDN Initially has  Control and Data plane 
separation  with  Control centralisation  and has a  OpenFlow 
to discuss with the Data Plane. But due to the evolution of 
technologies the definition of SDN has been changed 
accordingly. SDN is not a method. It is a mechanism for 
exploring several alternatives to multiple problems [6]. SDN 
is a framework that enables system administrator to 
automatically and dynamically track and manage different 
network devices, different types of networks, topology, traffic 
and packet handling, using high-language and API policies. 
 
2. LITERATURE SURVEY 
 
Martin et.al [7], explains about Ethane, a new design for 
networks Business. It enables organizations to characterize, 
and then directly enforce, a standard network-wide fine grain 
policy. Ethane combines comparatively straightforward 
Ethernet flow-based devices with a controller that handles the 
flow input and routing. Although this structure is possible in 
reverse with current hosts and switches. Ethane has been 
launched, supporting wired and wireless users, in both 
hardware and software. Ethane activities reveal that the 
network has operated the Stanford University network in 300 
hosts, and that implementation process profoundly influenced 
the design of Ethane. 
 
According to Chen et.al [8] describes the technology which 
has made convergence on reconfiguring the architecture of 
the 5 G mobile network. Software-defined architecture was 
described as an essential direction for 5 G networks to 
develop.  Authors summarized the key research problems in 
SDMNs in this report. The idea that online world satisfaction 
typically requires infrastructure-based and resource-less 
networks, the pioneers are exploring the use of the 

Software-Defined Networking (SDN) paradigm in these 
so-called "heterogeneous" structures. 
 
Authors A. Detti et.al [9] illustrates about wireless mesh 
networks which will work well because of its simplicity and 
easy management offered by Open Flow applied Software 
Defined Networking Paradigm. A central server can 
maximize the use of wireless resources, which can justify and 
execute processing actions on different levels of the protocol 
stack. The authors gave overview about the solution for 
combining functionality of SDN with a Wireless Mesh, where 
in we are attempting to address the reliability concerns 
associated with this surroundings. This method for 
incorporating SDN functionality into a wireless network, 
attempting to resolve the performance issues associated with 
this system. The wireless mesh SDN method proposed 
incorporates ready-to-market technologies. 
 
F.Hu et.al [10] explains about Software-defined network 
(SDN) is a major critical architecture to work with 
huge networks that requires from time to time replication or 
reconfiguration. By shielding the control plane from the data 
plane, SDN achieves fast replications. Therefore, networking 
devices simply forward data by adopting the control plane's 
route table rules. This analysis may help the organization as 
well as the educated research in the Community and 
Individuals developing to understand the many popular SDN 
/ Open Flow developments planning. Many crucial 
unfinished exams Issues were also highlighted in that Field. 
Authors also compared the advantages and disadvantages of 
various methods and illustrated about the future 
developments in this fascinating field of study.  

 
N. Foster et.al [11] describes on presenting the Cisco insight 
on programming the SDN network. Many Cisco products 
have been made available with handling Open Flow capable 
objects. The communication perspective for the network 
basically consists of the controller and switchable Open Flow 
switches. The centrally controlled controller can be 
considered as the network brain that is primarily responsible 
for determining the incoming packet’s route by alerting the 
switches in the correct direction to route the packet. This 
paper showed a complete definition and explanation, and 
traditionally a literature analysis on the SDN different kinds 
of studies has already been presented. A description of the 
simulators used to build such networks was also displayed. 
 
Q.Yan et.al [12] discusses emerging developments and 
functionality of DDoS attacks on SDN, as well as how to make 
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proper use of the SDN main elements to break DDoS attacks 
in high performance computing situations, how to avoid SDN 
itself from being a target of DDoS attacks and an approach 
is proposed. Latest patterns and features of cloud-based DDoS 
attacks, gives a detailed review of SDN-based security 
measures against DDoS attacks. Authors have investigated 
the papers on beginning DDoS attacks on SDN, and 
techniques to combat DDoS in SDN as well. The relationship 
between SDN and DDoS attacks has not been well explored in 
previous works, to the best of our knowledge. This task could 
even help to identify and make full use of the benefits of SDN 
in solving DDoS attacks in cloud computing interfaces, and to 
protect SDN itself from being a DDoS attack victim. 
 
3.  TRADITIONAL NETWORK AND SOFTWARE 
DEFINED NETWORKING (SDN) 
 
3.1 Traditional Network 
As a combination of data plane and control plane, a network 
can be described. The data plane will carry out the work of 
transferring the information in accordance with the routing 
information while the control plane will determine the 
network traffic and control decisions needed to achieve user 
data to the appropriate target [13]. In traditional networking 
we can see all these in a single device (e.g. routers).There are 
certain range of hardware devices in traditional networks; 
mostly routers, switches, and firewalls. All such devices tend 
to involve hardware interconnection that moves 
information through them, and software components  are 
customized to control data movement via hardware based on 
data movement rules and regulations(Example : Huge traffic 
areas with lots of vehicles moving each day, without any 
bridges ).  
 
The main limitation about traditional network is that the 
admin has to log into individual system for interaction to 
configure and control the out-of-box functionality driven by 
hardware devices that require changes in configuration, 
making it complicated task and resource-intensive. 
Nevertheless, the increasing number of innovations that use 
concepts of virtualization, cloud computing and wireless 
technologies generates more complex and 
challenging environments in which the networks need to 
better support and adapt to these environments, and handle 
their demanding transactions in real time. Below figure 1 
illustrates the architecture of traditional network. 
 
All the devices will be having their own control plane and 
gives feedback  according to the provisioned protocols 

designed. After the policies have indeed been defined and the 
flow described, changing the network activities in based on 
changing traffic demands is very difficult. 

 

Figure 1: Traditional Network 
 

The  way to change the configureuration of all the systems is 
to make corrections. This leads to a limitation for admins who 
wish to adapt their network according to the requirements. 
For traditional networks, security solutions use a complicated 
mechanism to secure the network.  These rules are spread on 
all computers used for networking. The rules are based on 
topology of the network; address-based,  port-based policies 
that drop with the changes in the topology of the network . All 
security policies have been placed on the networking devices 
and placed at the network entry and exit. If an attacker does 
this through the networking devices, it can capture all 
network access, which then  affects end-user trust. 
Traditional network architecture causes constraints 
on devices that add a lot of difficulty for security policies in 
those networks. 
 
3.2 Software Defined Network 
The  purpose of software defined networking was to isolate 
the Network Devices Control and Data planes. The Control 
plane makes choices as to how the packets it receives should 
be sent and the Data plane literally transfers the packets 
through the system and passes them on via network. SDN 
suggests that the control plane must be centralized in order to 
maintain and change the network configureuration in an 
innovative working and adaptable manner. If a network 
administrator needs to provide increased capacity or modify 
existing data movement rules or regulations they don't need to 
communicate to multiple devices and make manual 
change.  The modification need to be made dynamically 
enabling them to form and change the network very easily and 
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quickly. There's an effort with SDN to try to curb this by using 
certain open principles like OpenFlow. 
 
3.2.1 SDN Architecture 
The network is a collection of devices that are connected from 
one location to another to exchange the information. The 
internet is one perfect example of a network. 
Large enterprises and sectors have to dynamically adjust their 
configuration settings according to their business objectives. 
In SDN, the network controlling role has been divided from 
the communication networks into a central entity called 
controller and these network controllers operated 
with different roles as transmitting data controllers. The SDN 
distinguishes the control plane from the networking devices, 
thus acting as a dynamically controlled unit, like the network 
operating system or the SDN controller [14]. 
 
3.2.2 Architecture 
SDN’s central functionality involves controller interaction 
with data plane. Interacting as a system with use of the 
protocol for open flow. The SDN network with a centralized 
control plane gives information in this area, so that flows are 
built on the basis of existing network policies [15].Below 
figure 2 illustrates the SDN architecture. 
 
In SDN, there are three layers [16]: the application layer; the 
control layer and the data or infrastructural layer as shown in 
figure. The first layer is the application layer, which contains 
systems that delivers the services like switch / network 
virtualization, firewalls, Routers and load balancers. These 
are differentiated from the lower layers, which is the 
data layer. The control layer, or SDN controller, which is 
located in the middle, is the most important feature of the 
SDN architecture. Each layer distinguishes the control plane 
from the data plane and operates as an app as it is associated 
to the network's digital and physical devices [17][18].To 
co-ordinate between planes, SDN uses Northbound Interface 
and Southbound Interface. The application and the control 
layer employ the Northbound Interface (NBI), while the 
South Bound Interface (SBI) allows the control layer to 
interact with the data layer.  
 
The data plane consists of network devices, which gets 
it through a southbound interface by presenting their features 
to the control plane.  SDN applications reside in the 
application plane and transmit their machine needs through 
the northbound interface to the control plane. 
 
 

(i) Data Plane 
The Data Plane describes the physical infrastructure of a 
network. Devices which are meant for forwarding 
like Switches and Routers are linked by wired or wireless 
media. It also perform handling of Traffic forwarding and 
engine processing , which takes help of some types of protocol 
like Address Resolution Protocol(ARP), Link Layer 
Discovery Protocol(LLDP).  Helps to provide the interfaces to 
the control plane for the purpose of communication, 
controlling functions offered by the network elements or 
forwarding devices, advertising the capabilities, and also to 
notify events. It uses the protocol (e.g., Open Flow) for 
communicating with controller. 
 

 

Figure 2: SDN Architecture 
 

A. Open Flow 
The open flow protocol will work as a means of 
synchronization between controller and network devices. 
This is a flow-based interaction; the data plane has a 
controller which controls the entry in the flow table [19] 
[20] for each of the networking devices [21]. An open flow 
controller implements and removes the forwarding rules 
within network switches to establish communication across 
the network. Based on a domain match a forwarding rule 
includes details about a packet header, sender and receiver 
port. Sender and receiver IP addresses and similar practices 
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are performed to alert of the sending or declining of packet 
information. The controller will modify specific entries to 
establish a new switch process in the flow tables, and this 
can also be done in actual environments. 

 
(ii) Control Plane  
Basic task is to program the devices for forwarding. So, it 
serves as the network's brain. The plane contains a 
centralized controller(s). The controller has absolute global 
network vision. The main objectives of control planes 
functionalities is to get the network state information by 
knowing about topology of network, Identifying the device, 
Computing the path, applying different the security 
mechanisms, since many controllers, Coordination among 
different controllers.  
 
(iii) Application plane/ Management Plane  
It involves device networking, such as routing, tracking, load 
balancing, and maintaining firewalls. Main responsibility 
of management plane is to determine rules and policies. 
Applications here define the services and behaviors needed by 
the network, in the business and policy agreement sense. 

3.2.3 Benefits of SDN  
The below figure 3 illustrates some of the benefits of SDN 
over Traditional Network. The brief description of those 
benefits is discussed below. 

 
Figure 3: Benefits of SDN 

 
(i) Network Provisioning:  
SDN offers a consolidated knowledge of the overall 
network, enabling the centralization of business 
management and provisioning. 
(ii) Best Enterprise Management 
Corporate networks are needed to build on-demand 
virtual machines and emerging technologies [22] [23] to 

match the new demands of Big Data Analytics. Using the 
SDN approach, IT administrators can interact with 
network configuration without affecting the network 
(iii) Improved Security and less Operating expenses 
In SDN, both information and protection policies can be 
regularly controlled and communicated within 
organization to improve the security. It uses and 
optimizes commoditized hardware, simplifying the 
process even further.  SDN uses the same infrastructure 
for various purposes eliminate capital outlays. It is all 
because of SDN-centric controller, which allows 
deploying the same hardware with great effect. 
(iv) Cloud Abstraction & Automation  
The enterprise can also easily unify cloud resources by 
abstracting cloud resources with the aid of an SDN. 
Alternating automated responses in the cloud can also be 
done with SDN. In environments like enterprise-wide 
SD-WAN networks the process works particularly well. 
 

4. SUMMARY OF METRICS   

Table 1 illustrates about various features that are considered 
to define Traditional Network and SDN. 

 
Table 1: Features considered for defining Traditional network and 

SDN 
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Table 2 illustrates about various metrics that are considered to 
define network capabilities. 
 

Table 2: Metrics Used to Define Network capabilities 

 
 
5. ANALYSIS  

Among a variety of networking companies that more than 
fifty percent of businesses are reluctant to invest immediately 
in an SDN solution. Based on the input collected from various 
blogs below graph of figure 4, shows the time considered by 
various organizations to start adapting the SDN. In between 
some companies lost interest with usage of SDN instead they 
are willing to utilize the characteristics of both traditional and 
SDN.   
   

 
Figure 4: Graph illustrating time taken by organizations 

to adapt SDN 

6. CONCLUSION 
 

SDN helps to provide a standardized information about the 
network-one can easily customize / track / diagnose problems 
found in central-level network equipment, removing a great 
deal of hard work, consequently cost and 
time saving  process. As the software defined 
networking layer is interactive, it will virtualize the networks 

that would be built at the high level. This kind of virtual 
network is built into real physical infrastructure. With 
numerous northbound APIs for application creation, 
implementation plan for the SDN methodology is being 
developed. Progress in software-defined networking and 
northbound API is now in its initial stages and offers the 
enormous potential and opportunities which are not 
previously available for improving SDN-wide security. 
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