
Abdul Karim Mohamad et al., International Journal of Emerging Trends in Engineering Research, 8(6), June 2020, 2730 - 2738 

2730 
 

 

 
ABSTRACT 
 
A set of tweets are characterized manually using human 
clarification with their sentiments and contemplate as 
training data. Then an additional set of tweets that is live 
streaming, are composed hinge on the text mining on Twitter 
Streaming Application Programming Interface (API). The 
tweets are fetched and retain as a text data and later will be 
utilized as a testing set. Testing data will grasp from training 
data calculation to forecast sentiment significance. The 
scenario of this research is no Twitter dataset collection 
available in the Malay language with characterizing 
sentiment significance. Then, findings are filtered to search 
tweets in the Malay language that is from Malaysia. The 
crucial dispute about this research is to cumulate a 
characterize entity as a training set. Considering there is no 
characterize Twitter entity available in the Malay language, a 
database of sentences is manually characterized with 
sentiments utilizing human explanation and utilize tweet’s 
geo-position to search for tweets display within Malaysia. The 
outcome of this research, Twitter entity utilizing Twitter 
Streaming API capable to be collected and tweets from 
Malaysia collected by utilizing tweet’s geo-position capable to 
be acquired.            
 
Key words: Artificial Neural Network, Big Data, Dataset, 
Machine Learning, Sentiment Analysis, Twitter. 
 
1. INTRODUCTION 
 
The Internet has revolutionized communications and 
computer nature like nothing before [1]. The internet has 
proven to be useful and has come with a lot of advantages and 
a lot of disadvantages too [2]. The Internet is at once a 
world-wide transmission efficiency, a structure for knowledge 
circulation, and a channel for interaction and collaboration 
between the entity and their analogs without mark for the 
geographic position [3]. To determine the emotion of a person 
by their writings is a challenging task in developing 

 
 

sentiment analysis [4]. Twitter is an online broadcast and 
community mingle section where the community interacts 
within precise notice termed tweets. Tweeting is displayed the 
precise message for everyone who pursues you on Twitter, 
with the desire that your word is interesting and useful to 
someone within your congregation. A lot of drivel is on 
Twitter but concurrent, there is a foundation about the 
suitable message and knowledgeable content. Twitter is a way 
to determine the world through another person’s sentences. 
 
We perform the sentiment analysis where the tweets undergo 
preprocessing phase, specifically the tweets are filtered to 
remove unnecessary strings such as emoticons and Http links. 
We aim to investigate how to collect tweets on Twitter using 
Twitter Streaming API, how to use tweets geolocation to 
search for tweets in the Malay language originated from 
Malaysia, and how to categorize Twitter datasets into their 
sentiment values using a decision tree.       
 
2. LITERATURE REVIEW 
 
Twitter is a social media application that has been launched 
since 2006 [5]. With social networking use surpassing 
web-based email utilizes in February 2009, a few about the 
connection are just not being created by humans. Business is 
taking advantage of the social networking medium to search 
for chances, promotions, workers, and details on how 
customers make use of their products and services. Supervised 
learning used existing machine learning methods to carry out 
sentiment analysis [6]. It includes constructing classifiers 
from responses such as movie reviews, for instance, are used 
as a training and testing set [7]. 
 
Machine learning methods that usually used are Support 
Vector Machine (SVM), Naïve Bayes (NB), Maximum 
Entropy (ME), and k-Nearest Neighbour (kNN). This method 
is initialized with data collection. Feature selection is the 
procedure to select a set of attributes or features that suits the 
process mining. According to [8], they applied Support 
Vector Machine, Naïve Bayes, and Maximum Entropy for 
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movie reviews. Naïve Bayes works best for smaller training 
data, however, for larger training data, Support Vector 
Machine (SVM) has the optimum execution compared to 
Naïve Bayes and Maximum Entropy. 
 
Furthermore, knowledge representation and machine 
learning are the major contributions of tweet sentiment 
analysis [9]. The machine learning method uses a training set 
to classify the sentiment value of each word accurately [10]. 
This method does not need a database the same as knowledge 
representation, which is a good thing. Therefore, supervised 
learning is one of the machine learning tasks about building 
activity from designate training data. The training data 
includes a set containing training samples. According to [11], 
in supervised learning, each object is a combination subsist of 
an input item and a suitable output advantage. A supervised 
learning method performs analyzation of the training data 
and the outcome of implied action, which can be utilized for 
aligning advanced objects [12].  
 
The main disadvantage of using a supervised method is that 
the classifiers’ performance depends on the training data. 
Larger and higher quality training data produce a better 
classification [13]. Information lacking and minimal 
information about training data can result in misclassification 
[14]. This research study on the method to calculate the 
sentiment value of Twitter data in the Malay language. The 
significance of sentiment analysis is that it can be a good 
source of information and can supply a model that is 
beneficial to companies such as improving the quality of a 
product or service. Besides, it can prove whether a campaign 
is a success or not plus improve strategy making. 
 
3.  METHODOLOGY 
 
The methodology should be associated with the literature 
toward illustrating why this research is utilizing conclusive 
approaches and the scholarly ground about the research 
preferred. Furthermore, it is a structure about deep rules or 

principles from which precise approaches or actions can be 
obtained via illustrating or clarify divergent dilemmas within 
the breadth of a precise practice. Unlike an algorithm, a 
methodology is not a procedure but a set of the process. It is 
the mechanism utilized to collect data and information for the 
determination of composing research outcomes. The 
methodology is the systematic steps and theoretically used in 
developing this research. Therefore, we have adopted the 
waterfall model as the methodology of this research. The 
waterfall model is a software development process. We have 
designed and developed a specific waterfall model for this 
research purpose as shown in Figure 1. 
 

 
Figure 1: The Research Waterfall Model. 

 
Figure 1 shows the research waterfall model that consists of 
five (5) phases; (1) Data Collection, (2) Data Analysis, (3) 
Experimental Design, (4) Evaluation and Testing, and (5) 
Conclusion. Every phase is vital and must be done from phase 
to phase to produce a high-quality result. By having this 
phase, it will keep the research on track to achieve high 
accuracy and quality. We have tabulated the activities 
involved in the phases as shown in Table 1. 

 
Table 1: The Activities Involved in the Phases 

No Phase Activities Performed Deliverables Reference
s 

1 Data 
Collection 

Focused on collecting 
data that is needed via 
performing the 
sentiment analysis 
about Twitter data in 
the Malay language. 

Methods need to be executed are as follows: 
 Define the goal of collecting data, researchers must always focus on 

their problem statements and objectives so that the research can 
be successful.   

 Declare principle before collecting data so that unnecessary 
procedures would not be taken and affect the quality and the 
outcome of the data. 

 Initialize collection data by starting the process and follow the 
principle that has been started and every step is vital thus needs to 
be recorded in case there is a need for reference and 
documentation purpose.  

 Observe the quality pattern of the data by referring to the problem 

[15], [16] 
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statements and objectives. If the quality is not fulfilling the 
objectives of the research, the data collection phase must be 
repeated. 

2 Data 
Analysis 

Tweets undergo the 
preprocessing phase. 

 Filtering where the text attribute is extracted from the tweet. Other 
attributes such as user attributes, created at attribute, and 
language attribute are not needed in the process to determine the 
sentiment of the tweets. Then tweets are filtered to remove 
unnecessary strings such as emoticons and Http links.  

 Tokenization, where Tweets are tokenized, broken down into words 
to divide the text by spaces and punctuation marks and each word 
will be labeled as the neutral, positive, or negative hinge on the 
data dictionary which contains words with their respective 
sentiment analysis values. If there is no pairing match, the word 
will be considered as positive.     

 Stemming is removing the suffix and prefix such as “-lah”, “-nya”, 
“-kan”, from a word, to gain only the root word. 

 Removing stop words such as “saya”, “dia”, “yang” is eliminated 
from the tweets and the space left is considered as a positive word. 

[17], [18] 

3 Experimenta
l Design 

The decision tree is 
chosen as the 
classifier to predict the 
sentiment values of 
testing data. 

 To create a decision tree, information content, or can be called as 
the entropy of the sentiment column must be calculated first. By 
having the entropy, information gain can be searched for all the 
tokens. A decision tree can be formed after all information is 
calculated. By producing the decision tree, we can predict the 
sentiment values of tweets in the testing set.    

[19], [20] 

4 Evaluation 
and Testing 

The sentiment values 
of the same testing 
data will be calculated 
by using the JCreator 
LE tool. 

 To compare whether using decision tree classifier from human 
interpretation is as accurate as using a machine tool. [21], [22] 

5 Conclusion 
The conclusion will be 
made after the result is 
obtained. 

 The best method for this research besides revealing the outcome of 
the research. [23], [24] 

 
Table 1 summarized the activities involved in the phases of 
the research waterfall model that we have designed and 
developed based on five (5) phases; (1) Data Collection, (2) 
Data Analysis, (3) Experimental Design, (4) Evaluation and 
Testing and (5) Conclusion. 

4. ANALYSIS 
The analysis is done to make sure the information is 
meaningful and can be used as a reference in developing 
strategies in assuring the success or failure of an experiment. 
We will discuss assessing the accuracy of the result of this 
research. This is an important process to prove that this 
research is functional and practical. Data need to be analyzed 
so that to ensure whether the outcomes are high in quality and 
consistent or not. We will insert the data into a tool which is 
JCreator LE, to calculate the precision of sentiment analysis 
of the data by using the Multilayer Perceptron (MLP) method. 
JCreator LE uses Java programming language. MLP source 
code is obtained from the internet which is freely used and is 
modified to enable the coding to calculate sentiment analysis 
using Artificial Neural Network as shown in Figure 2. 
 

 
Figure 2: The MLP source code in JCreator LE. 

 
Figure 2 shows the MLP source code in JCreator LE that been 
utilize for the data analysis purpose. Some of the variables 
that are used in this code are numEpochs, numInputs, mum 
hidden, numPatterns, LR_IH, and LR_HO. The first term, 
numEpochs, is defined as how many times data are trained. In 
the neural network, one epoch means one forward pass and 
one backward pass for the whole set of data. It cannot be sure 
whether 10 epochs or 100 epochs is sufficient for the data to 
be well-trained. In this code, the number of training cycles as 
50 at first. Then, the number of training patterns are raised to 
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observe the performance. For numInputs, it means how many 
inputs that are inserted. 
 
For this research, there are 5 tokens, or also known as inputs. 
In a neural network, a bias which is always 1 is inserted in the 
number of inputs to create a hyperbolic tangent (tanh) curve 
with the range from -1 to 1, so that it can handle the value of 
the sentiment of the data which are -1, 0 and 1. Therefore, the 
number of inputs in this research is 6, which includes bias. 
Next is the numHidden, explained as several hidden units. 
Apart from that is the number of training patterns, which is 
numPatterns. The significance of the term is the number of 
patterns that can be trained, which can be any number until 
1000 because there are only 1000 data. Plus, the meaning for 
the term LR_IH is the learning rate from the input layer to the 
hidden layer while LR_HO is the learning rate from the 
hidden layer to the output layer. The learning rate set for 
LR_IH is 0.7 and the learning rate for LR_HO is 0.07. The 
learning rate is also known as the weight in the neural 
network diagram as shown in Figure 3. 
 

 
Figure 3: The Artificial Neural Network Diagram with Bias node 

sample 
 
Figure 3 shows the artificial neural network diagram with the 
bias node sample. The performance of this method can be 
observed by looking at the different number of training 
patterns. For this research, the number of training patterns 
chosen is 50, 100, 200, 300, 400, and 500. Table 2 is the 
Artificial Neural Network (ANN) Model Prediction table for 
50 patterns, their actual sentiment value and the Artificial 
Neural Network Prediction value, and the status whether it is 
Correct or Wrong. 
 
 

Table 2: The ANN Model Prediction for first 50 Patterns 
Patter Actual ANN Model Final Status 

n Prediction 

1 -1 -0.877928593 -1 Correc
t 

2 0 -0.46871618 0 Correc
t 

3 -1 -0.962273327 -1 Correc
t 

4 1 1.026502288 1 Correc
t 

5 -1 -0.853502349 -1 Correc
t 

6 1 1.026488646 1 Correc
t 

7 0 0.825133267 1 Wrong 

8 1 0.875166093 1 Correc
t 

9 1 0.940172608 1 Correc
t 

10 -1 -0.849268001 -1 Correc
t 

11 1 1.026805407 1 Correc
t 

12 1 1.025979735 1 Correc
t 

13 1 0.809613603 1 Correc
t 

14 1 1.026769593 1 Correc
t 

15 1 0.608767767 1 Correc
t 

16 1 1.026835039 1 Correc
t 

17 1 0.333243477 0 Wrong 

18 1 1.026839489 1 Correc
t 

19 1 1.026242709 1 Correc
t 

20 0 0.355435571 0 Correc
t 

21 -1 -0.421700227 0 Wrong 
22 -1 -0.134637251 0 Wrong 

23 1 1.026769593 1 Correc
t 

24 1 1.026488646 1 Correc
t 

25 1 1.026688511 1 Correc
t 

26 1 1.026839489 1 Correc
t 

27 0 0.176021747 0 Correc
t 

28 1 0.986868751 1 Correc
t 

29 1 1.026502288 1 Correc
t 

30 1 1.001415662 1 Correc
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t 
31 1 0.338600892 0 Wrong 

32 -1 -0.929553852 -1 Correc
t 

33 1 1.026839489 1 Correc
t 

34 1 0.868098436 1 Correc
t 

35 1 0.901873212 1 Correc
t 

36 1 1.026834078 1 Correc
t 

37 1 1.010272152 1 Correc
t 

38 1 1.022762247 1 Correc
t 

39 1 0.995194735 1 Correc
t 

40 1 1.006886955 1 Correc
t 

41 1 1.008863713 1 Correc
t 

42 1 0.987463394 1 Correc
t 

43 1 0.914498317 1 Correc
t 

44 -1 -0.48910277 0 Wrong 

45 1 0.836121501 1 Correc
t 

46 -1 -0.424680518 0 Wrong 

47 1 0.995194735 1 Correc
t 

48 -1 -0.123619005 0 Wrong 

49 1 1.022944187 1 Correc
t 

50 0 1.026823769 1 Wrong 
 
Table 2 summarizes the ANN model prediction when 
numPatterns = 50. There are 9 incorrect predictions of 
sentiment value for 50 patterns. This proves that the method 
is showing a good performance in precision. Table 3 is the 
ANN Model Prediction table for 100 patterns, their actual 
sentiment value, and the Artificial Neural Network Prediction 
value and the status whether it is Correct or Wrong. 
 

Table 3: The ANN Model Prediction for first 100 Patterns 
Patter

n Actual ANN Model 
Prediction Final Status 

1 -1 -0.647112108 -1 Correc
t 

2 0 -0.437728575 0 Correc
t 

3 -1 -1.10199158 -1 Correc
t 

4 1 0.980036544 1 Correc
t 

5 -1 -1.096011071 -1 Correc
t 

6 1 0.979950878 1 Correc
t 

7 0 0.889833041 1 Wrong 

8 1 0.97988345 1 Correc
t 

9 1 0.980450126 1 Correc
t 

10 -1 -0.640969349 -1 Correc
t 

11 1 0.979903475 1 Correc
t 

12 1 0.97991431 1 Correc
t 

13 1 0.791245013 1 Correc
t 

14 1 0.979914687 1 Correc
t 

15 1 0.904597236 1 Correc
t 

16 1 0.979903681 1 Correc
t 

17 1 0.406006526 0 Wrong 

18 1 0.979903313 1 Correc
t 

19 1 0.979902883 1 Correc
t 

20 0 0.661714718 1 Wrong 

21 -1 -0.682780205 -1 Correc
t 

22 -1 -1.074875115 -1 Correc
t 

23 1 0.979914687 1 Correc
t 

24 1 0.979950878 1 Correc
t 

25 1 0.979903303 1 Correc
t 

26 1 0.979903313 1 Correc
t 

27 0 0.983469859 1 Wrong 

28 1 0.976664288 1 Correc
t 

29 1 0.980036544 1 Correc
t 

30 1 0.979918377 1 Correc
t 

31 1 0.637090384 1 Correc
t 

32 -1 -1.146961964 -1 Correc
t 

33 1 0.979903313 1 Correc
t 

34 1 0.854541647 1 Correc
t 
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35 1 0.979500416 1 Correc
t 

36 1 0.979903342 1 Correc
t 

37 1 0.983941466 1 Correc
t 

38 1 0.979946598 1 Correc
t 

39 1 0.979907008 1 Correc
t 

40 1 0.966745736 1 Correc
t 

41 1 0.979333553 1 Correc
t 

42 1 0.979717145 1 Correc
t 

43 1 0.978988242 1 Correc
t 

44 -1 -0.724602228 -1 Correc
t 

45 1 0.971124312 1 Correc
t 

46 -1 -0.240048058 0 Wrong 

47 1 0.979907008 1 Correc
t 

48 -1 -0.930924969 -1 Correc
t 

49 1 0.979903193 1 Correc
t 

50 0 0.979903602 1 Wrong 

51 -1 -0.759480771 -1 Correc
t 

52 0 -0.317123536 0 Correc
t 

53 0 0.979903313 1 Wrong 
54 0 0.979937426 1 Wrong 
55 1 0.406006526 0 Wrong 

56 1 0.979673878 1 Correc
t 

57 0 0.665352562 1 Wrong 

58 1 0.955374105 1 Correc
t 

59 1 0.980036544 1 Correc
t 

60 1 0.979903207 1 Correc
t 

61 1 0.979903681 1 Correc
t 

62 1 0.979907575 1 Correc
t 

63 1 0.406006526 0 Wrong 

64 1 0.980263482 1 Correc
t 

65 0 0.689803612 1 Wrong 
66 0 0.979717145 1 Wrong 
67 1 0.978856775 1 Correc

t 

68 1 0.979906116 1 Correc
t 

69 1 0.979630655 1 Correc
t 

70 1 -0.194234196 0 Wrong 

71 1 0.979896373 1 Correc
t 

72 1 0.947694177 1 Correc
t 

73 -1 -1.114371383 -1 Correc
t 

74 0 0.979892841 1 Wrong 

75 1 0.653437441 1 Correc
t 

76 1 0.979903342 1 Correc
t 

77 1 0.979903321 1 Correc
t 

78 1 -0.240048058 0 Wrong 

79 1 0.979903313 1 Correc
t 

80 1 1.023167432 1 Correc
t 

81 0 0.97990222 1 Wrong 

82 1 0.979903303 1 Correc
t 

83 1 1.023440299 1 Correc
t 

84 1 0.97990222 1 Correc
t 

85 1 0.623256503 1 Correc
t 

86 1 0.980036544 1 Correc
t 

87 1 0.980036544 1 Correc
t 

88 1 0.979903207 1 Correc
t 

89 1 0.974085559 1 Correc
t 

90 1 0.979903313 1 Correc
t 

91 1 0.979950878 1 Correc
t 

92 1 0.979903602 1 Correc
t 

93 1 0.979900288 1 Correc
t 

94 1 0.931460419 1 Correc
t 

95 1 0.617797026 1 Correc
t 

96 0 -0.365901885 0 Correc
t 

97 0 0.995400908 1 Wrong 
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98 1 0.668326211 1 Correc
t 

99 1 0.979907008 1 Correc
t 

100 1 0.109519176 0 Wrong 
 
Table 3 summarizes the ANN model prediction when 
numPatterns = 100. There are 19 incorrect predictions of 
sentiment value for 100 patterns. This proves that the method 
is good in terms of performance in precision. Furthermore, we 
will tabulate the Root Mean Square (RMS) error for 50 epoch 
as shown in Table 4. 
 

Table 4: The RMS Error Based on Default Epoch 50. 
Epoch RMS Error 

0 0.23225668
1 

1 0.16977704
1 

2 0.13681550
3 

3 0.14298314
9 

4 0.12171960
7 

5 0.12763474
7 

6 0.13245719 

7 0.11943468
3 

8 0.11652297
3 

9 0.12212544 
10 0.11380472 

11 0.11820504
3 

12 0.11336384
4 

13 0.11512509 

14 0.11398998
2 

15 0.10571322
5 

16 0.10598309
4 

17 0.10727732
9 

18 0.10586726
7 

19 0.10567526 

20 0.10566870
6 

21 0.10748764
3 

22 0.11568991
6 

23 0.12346876
1 

24 0.12601211 

25 0.12470018
7 

26 0.13266151
9 

27 0.13353061
9 

28 0.11384689
9 

29 0.11062133
4 

30 0.12238374
4 

31 0.10618000
1 

32 0.10870494
7 

33 0.10421798
3 

34 0.10336589
8 

35 0.13030533
5 

36 0.10484793
7 

37 0.12288589
3 

38 0.12334354
9 

39 0.11670260
8 

40 0.12116094
2 

41 0.10862021
5 

42 0.10616774
9 

43 0.10838534
2 

44 0.10176042
4 

45 0.10088287
9 

46 0.10159585
2 

47 0.12950327 

48 0.12957295
8 

49 0.10075995
5 

50 0.10108852 
Table 4 summarizes the RMS error based on default epoch 50 
is 0.10108852. We utilize the RMS error to measure the 
difference between the fitted line to data points and the 
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difference between the Artificial Neural Network model 
prediction on sentiment value and the genuine sentiment 
value over the number of training patterns. Furthermore, the 
best performance is where the RMS Error is the most 
minimal. Therefore, we have tabulated the RMS Error based 
on a different number of epochs as shown in Table 5. 
 

Table 5: The RMS Error Based on Epochs 
Number 

of 
Patterns 

Number 
of 

Epochs 

Precision 
Percentage RMS Error 

500 

50 74% 0.4565437574609923
5 

100 76% 0.4592993450284064
7 

200 76% 0.4773323848486768 
300 72% 0.4450825489116451 
400 74% 0.4517595588134799 

500 77% 0.4746193818495722
5 

 
Table 5 summarizes the RMS error based on epochs. We have 
tabulated the comparison table between the methods, which 
are the decision tree, simple summation, and artificial neural 
network. The selected epochs are set as 50 and the number of 
patterns is 50, 100, 200, 300, 400, and 500 as shown in Table 
6. 

Table 6: The Precision Percentage Comparison. 

Number 
of 

Epochs 

Number 
of 

Pattern
s 

ID3-1 ID3-2 Simple 
Summation 

Artificia
l Neural 
Network 

50 

50  42% 52% 66% 86.0% 
100 52% 48% 52% 88.0% 
200 42% 35% 35% 72.0% 
300 36% 32% 31% 73.0% 
400 33% 29% 28% 73.5% 
500 33% 27% 27% 73.4% 

 
Table 6 summarizes the precision percentage comparison. We 
can conclude that the best method for sentiment analysis by 
using Artificial Neural Network where when the first 500 
patterns are calculated its sentiment analysis, the ID3-1 
precision percentage is 33%, ID3-2 is 27%, the simple 
summation is 27% and Artificial Neural Network is 73.4%. It 
is proven that Artificial Neural Network is the overall best 
method to predict sentiment analysis. 

5. CONCLUSION 
Artificial Neural Network (ANN) is the highest according to 
the precision percentage. In the future, coding that can 
calculate the precision percentage of testing data can be 
created precisely. Moreover, can be developed a system with 
high precision by improving and adding new features such as 
a website system that can predict Malay sentences sentiment 

analysis just by typing in can increase the value of this 
research and is not impossible to proceed in the future. It will 
ensure that the system is more reliable and can be used and 
high in user satisfaction. We aim to describe the outcome of 
using the tool called JCreator LE for the Multi-Layer 
Perceptron coding. 
 
Apart from that, to define a scope for tweets data that are 
retrieved from Twitter. As for now, there is still no coding for 
the scope to fetch together with Malay language and Malaysia 
as the location in one single source code. Sentences should be 
in scope so that the training and the testing will be easier and 
more accurate. Sentences discussing different topics are more 
difficult to handle because the testing data is not compatible 
with the training data. Further research needed in the future 
to overcome these scenarios.           
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