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ABSTRACT 
 

While developing software it is very important that the 
software should be of defect free. But, none of the software can 
be 100% defect free and various studies are in progress to build 
a model which minimizes the defect as much as possible by 
predicting it at an early stage of development. Based on the 
probability facts various researchers has used probabilistic 
model to predict defects in the program. To contribute in this 
research and enhancing the existing model of software defect 
prediction we are proposing a model based on the combination 
of probabilistic and deterministic model through defect 
association learning. The experimental evaluation in 
comparison with the existing methods shows the improvement 
in the accuracy of predicting the defect by using Deterministic 
and Probabilistic defect prediction. 
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1. INTRODUCTION 

Software program is one of the crucial aspects of a system in a 
domain. An ideal software system should improve its vital 
innovations and functionality and it is important to develop 
programs with high quality for secure and reliable systems. 
But, to provide a quality and reliable software it leads to more 
time and efforts in various process like validation, verification 
etc.  Therefore, to measure the effort and time required for 
software engineering and defect prediction is very difficult [1] 
[2]. 

One of the popular and most accepted study of data mining is 
Association Rule based mining [3]. This technique mainly 
focuses on identifying the important correlation between 
records [4]. There are many tasks that are important in data 
mining technique and one of those are to construct a fast and 

accurate classifier for defective records [5]. Existing 
association rules mostly based on classifiers having higher 
accuracy in classification and also based on objects set’s 
confidence and support rules. So, there should be some 
changes that need to be made such that the recorded defect 
prediction should have appropriate classification for predicting 
the defect. 

Many researchers investigated and identified that the use of 
deterministic models [6], [7] in predicting the unambiguous or 
results having exact match is effective. There are various real-
time applications such as “Google”, “Twitter” and “Face book” 
in which users can be easily assigned deterministically for 
predictions and analysis. In this model, considerable aspects 
are utilized for predicting a result which is much closed to the 
precise value while in contrary; these aspects are used to 
predict a similar result in a probability distribution i.e. in non 
deterministic model. 

Whenever any defect prediction model is proposed it is very 
important to measure the performance of that model depending 
on the whether the ignored elements is not really vital to 
investigate in the underlying phenomenon. As well as it is very 
difficult to confirm that a particular approach or mathematical 
model is appropriate before some observations are tested. So to 
confirm whether a particular model is accurate enough to 
conduct defect prediction we should first test the model under 
different condition through actual observations. To enhance the 
real time defect prediction, it is necessary to understand 
defective attributes in the system with certain determinism 
decision. In this paper, we present a model in which defect 
prediction is done by applying the concept of Deterministic and 
Probabilistic approach through Defect Association Learning.  

The latter part of the paper is organized into 5 sections. In the 
section-2 the Literature survey in relevance to the proposal was 
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discussed, in section-3 the objectives are identified and 
presented in section-4 the proposed DP-DP methodology and 
Defect Association Learning process is presented, in section-5 
the experimental evaluation and the comparison of results 
analysis comparison is presented, and in section-5 it presents 
the conclusion. 
 
2. LITERATURE SURVEY 
 
There are various researches carried out in the domain of 
software defect prediction where number of researchers has 
investigated and identified different techniques to achieve 
maximum accuracy for predicting the defect .There are many 
software technologies [8], [9] to support "log-based defect 
analysis" have been developed till date and for the modelling 
and processing of historical data, such as, " Analyze NOW" 
[10], "MEADEP" [11] etc. the modern capture techniques 
are integrated. But it does not come up by practices that are 
completely automated. There are certain pre treatment 
activity to analyze the defects[12] but in many cases only 
few studies are successful to reduce test effort and have 
quality software by detecting the defect in early stage of 
software development.[13][14][15][16]. 
 
T.  Mended ET. [17] Suggested that whatever the effort done 
should be measured so that the defect prediction accuracy 
can be accessed. As well as he said that the various 
traditional metrics selected for predicting the defect such as 
"accuracy",  "recall", and "ROC curves" ignore the quality 
assurance cost .Another researcher C. F. Kemmerer et al. 
[18] examined how the software quality gets impacted by the  
the effect of the verification rate, by investigating the 
inspection aspect of verification techniques. 
 
In a probabilistic or non-deterministic model, the experiment 
is observed under certain scenarios which will only 
determine the probabilistic behaviour of observed result. For 
instance, suppose we would like to predict the amount of 
rainfall due to a particular storm passing through a specific 
location... Meteorology might provide essential data about 
atmospheric pressure at different points, changes in 
pressure[19], the nearby storm system, origin and direction 
of the storm, and so on. Tools are available which are 
required to record precipitation gaining all this information 
will not give the accurate data related to rainfall but rather it 
will give probable value more precisely. Physical 
considerations are used by deterministic models to predict 
accurate end result while   more probability distribution can 
be predicted by probabilistic model using these 
considerations.[19][20]. 
 
Suppose that we have a software having 4 modules out of 
these 4 modules one module are faulty as the software does 
not work as desired. If the faulty module is not corrected by 
the system then it will result loss in time and cost. So avoid 
this, all modules must rest to identify the actual defect. If we 
assume that prediction model has the knowledge of the 
defect occurred as it is has handled similar scenario in the 
past then the prediction likelihood may be true or false. It is 
very important and compulsory to make prediction to 

overcome such probabilistic methods. Many probability 
models has 90% accurate prediction rate but to get more 
accurate result it needs to be correlated the defect that has 
relevant and specific data.  
 
3. OBJECTIVE 
 
Keeping the research indications in view, it is realized that 
there exists enough scope to improve the software defect 
prediction. The objectives are confined to the following: 
1. To use better evaluation measurement parameter to get better 

result 
2. To decrease the software development cost, time and effort 
3. To propose a model that accurately predict the software 

defect 
4. To implement a method using deterministic approach this 

will help optimising the result provided by probabilistic 
model. 

5. To propose a hybrid model for defect prediction based 
probabilistic and deterministic approach for better 
performance. 

 
4. PROPOSED METHODOLOGY 
 
By identifying the various limitations in the existing system 
and formalizing the objectives, following is the proposed 
architecture of Deterministic and probabilistic defect 
prediction through Defect Association learning 
 
 
 

 
 

Figure.1: System Architecture for Defect Prediction Mechanism 
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The architecture is mainly divided into 3 main modules 
A. Defect Association Learning 
B. Probabilistic Association Method 
C. Deterministic Association Method 
 
A. Defect Association Learning 
Association rule mining is a data mining techniques which 
used to find out the correlation between different attributes 
by generating the patterns so that it is easier for prediction, 
classification or decision making. Defect Association 
Learning is based on association rule mining in which 
association among defect is very important to build 
associated rules for predicting the defects accurately.  
 
Defect Association Learning is one of the pillars in this 
research to accurately predict defect. So in DAL we can 
build associated rules by using various attribute patterns. For 
effective predicting the defect and decision making DAL 
uses various datasets having multiple defect set from which it 
combines high impact defect associated pattern. 
 
To predict the association rules DAL implements 2 
mechanisms. It initially uses attribute reduction mechanism 
through which it can find the association between the 
attributes and attributes patterns are generated, which are 
combined so that the efficient defect prediction rules is 
formed. 
 
The highly important attribute for defect prediction can be 
found by using the attribute reduction mechanism. 
Covariance Deviation measure is used by DAL for 
measuring the association between each attribute so the 
attribute having high impact on defects can be found. 
 
Suppose we have two attributes P and Q having the n values 
an) which is calculated using the following equations Eq. (1) 
and (2) 
 

(ܲ)݊ܧ = 	 തܲ = 	
∑ ௩௡݌
௩ୀଵ

݊  (1) 

 

(ܳ)݊ܧ = 	 തܳ = 	
∑ ௩௡ݍ
௩ୀଵ

݊  
(2) 

 
Based on the computed entropy value En of the attribute we 
will now compute each attributes Covariance Deviation 
using Eq. (3) as, 
 

஺ܦܥ = ෍ (ܲ)ܪ − (௩ܳ)ܪ	
௡

௩ୀ௜ାଵ
 (3) 

 
After computing the Covariance Deviation value from above 
equation (3) it creates a attribute set as A which has values  > 
= 1. The variance value > = 1 indicates that it have high 
impact on prediction and if the value < 1 it indicates that it 
have low impact on prediction of defects. 
 

Now, we get a set of attributes names A from the associated 
and reduced attributes, it will build the defect associated 
attributes which is required for prediction of each defect. 
This will provide efficient prediction rules and reduces the 
computational overhead. 
 
B. Probabilistic and Deterministic based Defect 
Prediction 
 
Association Rule Mining is one the techniques on which 
many of the existing prediction classifiers [21] are based on. 
The rules obtained are labeled and trained. For classification 
these rule are learned from dataset and applied on another 
data instance. So in the same way the proposed method of 
Defect Prediction based on Deterministic and Probabilistic 
facts utilize the trained and labeled data obtained from 
Defect association learning  in the form of reduced attribute 
set as A, and its unique combination of items are used to 
generate each attribute pattern to perform defect prediction. 
The proposed method of defect prediction includes two 
methods as, a) Probabilistic Association Method and b) 
Deterministic Association Method. The details of these 
methods are given below 
 
Probabilistic Association Method 
 
We have a set A having reduced attributes from which a 
pattern T is generated based on the attribute value for defect 
prediction. Let’s assume that we have a defect dataset as Sn.. 
For each attribute it generates a different and individual 
pattern by using a Defect Association Learning method using 
Eq. 4) as, 
 

௡ܶ =  (4) (௞ܣ)ܴ

 
where "R" → item set extraction data processing method "Tn 
"  → Each attribute extracted pattern and n=1, ... , N, and "Ak 
" →  Defect attributes value from  k=1, ..... , K. 
 
Each attribute’s as Ak  obtained patterns as Tn for each dataset 
of Sn will merge to generate a combined pattern as Tk   
 

௞ܶ =  ஺(ܶ) (5)ܥ

 
Using, the equation (4) and (5), for all dataset, Sn a new 
defect prediction rule will be formed as,  
 

௡ܶ = …	⋀ଵܣ)	ܴ (௞ܣ	⋀…  ௞ (6)ܨ	⟶	

ܲ ∶	= )	ܥ ଵܲ⋀	… …⋀	 ௡ܲ) 	⟶ 	ܳ (7) 
 

where," Fk " → Associated Pattern, and " Q " → Qualified 
patterns for the defect prediction rules.  
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Deterministic Association Method 
 
This method is used to increase the accuracy of the 
prediction model . It utilizes the associated defected records 
which are generated by probability association method to 
perform defective data prediction. Now, suppose we have a 
test data set which is predicted as defective by probability 
association method as Yk which is having attributes Ax .To get 
the combined pattern we combine Eq.(4) and Eq. (5) to get 
input data records pattern which is presented in Eq. (8) and 
Eq. (9) 
 

௡ܶ = ,ଵܣ)	ܴ … …  ௫) (8)ܣ,

௞ܶ = )ிܥ ௡ܲ) (9) 

 
Now, to have accurate prediction using DAM for each 
predicted records as E  the correlation of the pattern  is 
obtained through probability association method by 
measuring “Support”, “Confidence” and “Lift” measures 
using the following Eq.(10),(11)and (12)   
 

ݐݎ݋݌݌ݑܵ =  (10) (	ܳ	⋀	ܧ)ܾ݋ݎܲ

 
	݂݁ܿ݊݁݀݅݊݋ܥ = (		ܳ⋀	ܧ)ܾ݋ݎܲ

 ((ܧ)ܾ݋ݎܲ)/
(11) 

 
	ݐ݂݅ܮ = (ܧ)ܾ݋ݎܲ)/(		ܳ⋀	ܧ)ܾ݋ݎܲ

∗  (	(ܳ)ܾ݋ݎܲ
(12) 

 
The Lift measure using Eq. (12)provides the prediction 
deterministic. If the lift value is greater or equal to one with 
the Q rules patterns generated by DAL, then the prediction is 
considered to be positive and we get a qualified defect 
prediction, and if the value is less than one then the 
prediction is considered as negative. 
 
5. EXPERIMENTAL EVALUATION 
 
The dataset required for evaluating  the proposed approach is 
NASA PROMISE Repository[22][23] of the dataset 
KC3,PCI,PC2,JM1,and CM1. All the mentioned datasets 
have  different attributes as well as defect ratios and 
modules. Following Table 1 is the dataset description.  

 

Table 1: Description of Dataset 

   

The records in the dataset with defect value or class value 
given as “true”  or “false. If the class value is “true” then it 
indicates that it is reported defects whereas if class value is 
"false" then it indicates that there may be or not a defect in 
the module. 
 
The above mentioned datasets are demonstrated in contrast 
with the existing classifier which are based on probabilistic 
approach  such  as “One R”, “BayesNet”, “JRip” etc. The 
Defect Association Learning is implemented using java and 
WEKA tool is used to evaluate performance of the proposed 
module.  
 
Defect Association learning process results in attribute 
pattern selection. On the basis of that we implement our 
proposed mechanism Deterministic and Probabilistic Defect 
Prediction to measure the accuracy of defect prediction and 
also to compare it with other existing techniques and 
evaluate the performance of the model . Below Table-2 
shows the outcome of  the proposed model in comparison 
with other existing models. 
 

Table 2: Defect Prediction Accuracy and Relative Abs. Error 
Comparison 

 

 
 
We have compared the different models based on the 
accuracy and relative absolute error . In Figure. 2 we are 
comparing defect prediction accuracy of different classifiers 
with our classifier and it indicates that our model achieves 
6% higher accuracy than existing classifier and it also has 
low defect rate. This improvement is because attribute 
selection by defect association learning is precise and it also 
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predicted the defected classes with 2% confidence, support 
and lift measures (Discriminated Methods). 
 

 
 

Figure.2: Defect Prediction Accuracy 
 
In Figure.3 we are comparing the relative absolute defect 
which  indicates that the proposed model have a low defect 
rate as compared to that of the existing one. It is also 
observed that NaiveBayes showing better accuracy in defect 
prediction but the average is low by 3% as compared to our 
model . Both use probabilistic facts but due to integration of 
deterministic fact our model is achieving more average 
accuracy in comparison. As well as it is also observed that 
the other  three models i.e. OneR, JRip, BayesNet are having 
similar error rate as well as accuracy. 
 

 
Figure.3 Relative Abs. Error Rate Comparison 

 
 
6. CONCLUSION 
 
This research implements a  Defect Prediction approach 
based on Deterministic and Probabilistic facts for achieving 
better accuracy . But before actually applying the 
deterministic and probabilistic approach it undergoes a 
Defect Association learning process  in which the defect 
attributes are associated in such a way that the Covariance 
Deviation can be measured between the various attributes for 
finding the most impacting attributes for prediction of defect 

.This model implements 2 methods for achieving the better 
accuracy namely Probability Association Method (PAM) and 
Deterministic Association Method (DAM). In PAM, we 
associate the defect pattern through DAL to the probability 
of the test data which results in classification of defects as 
defective or non defective. Further we apply the DAM so 
that the defect can be predicted more accurately while 
developing the software. It computes the accuracy using lift , 
confidence and support measures. We have also conducted 
the experimental evaluation which shows that the proposed 
methodology not only improves the accuracy but also 
decreases the relative absolute error in comparison with the 
existing defect prediction approaches. In future this approach 
can also work in analysis of critical defect and decision 
making.  
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