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ABSTRACT 
 
We proposed a system that can convert 45 handwritten 
baybayin Philippine character/s into their corresponding 
Tagalog word/s equivalent through convolutional neural 
network (CNN) using Keras. The implemented architecture 
utilizes smaller, more compact type of VGG16 network. The 
classification used 1500 images from each 45 baybayin 
characters. The pixel values resulting from the resized 
characters (50x50 pixels) of the segmentation stage have been 
utilized for training the system, thus, achieving a 99.54% 
accuracy. To test the developed recognition system, 90 
handwritten baybayin characters were captured in real time 
using its 1080P Full-HD web camera. Next, the system will 
classify the test sample. Lastly, the corresponding Tagalog 
word output is shown on the screen for the user. The overall 
accuracy for the testing phase is 98.84%. As a result, the 
proposed system will find possible applications in character 
extraction in documents and any related translation of 
handwritten document to structural text form. 
 
Key words : Baybayin, character recognition, computer 

vision, convolutional neural network, deep learning 
 
1. INTRODUCTION 
 
Baybayin, comes from the word “baybay” which means “to 
spell” in Tagalog, was used in the Philippines as a writing 
system prior to Spanish colonial period to the early eighteenth 
century [1],[2].  It is an abugida whose units of the writing 
system are composed of a consonant letter followed by a vowel 
notation. It resembles other Indic scripts, e.g., Devanagari, 
Javanese and Tamil. In 2018, the Philippine House Bill 1022 
or more commonly known as the “National Writing System 
Act” which declares Baybayin as the official national writing 
system was proposed which aims to promote and revive the 
use of baybayin. This led our team to study about the character 
recognition and make use of the current effective model to 
implement in the baybayin character recognition. The focus 

of this proposed study is to translate baybayin characters 
(based on the original 1593 Doctrina Christiana) into its 
corresponding Tagalog word equivalent.  
 
The proposed software employed Deep Convolutional Neural 
Network (DCNN) model with VGG16 as the architecture and 
image processing module using OpenCV library to perform 
character recognition. There are two (2) ways to input data 
into the system, real – time translation by using web camera 
or by uploading image file into the system. The model was 
trained using the data acquired that reached up to 2400 per 
character multiplied by 17 characters, 3 for vowels (A, E/I, 
O/U) and 14 for consonants (Ba, Ka, Da/Ra, Ga, Ha, La, Ma, 
Na, Nga, Pa, Sa, Ta, Wa, Ya), with a total number of images 
contained in the dataset of 108,000. 
 
Similar studies on character recognition e.g., Javanese and 
Devanagari (which resembles to the Baybayin characters), 
were conducted using deep learning. [3] developed a 
handwritten Javanese character recognition system which 
uses convolutional neural network and deep neural network 
having accuracies of 70.22% and 64.65%, respectively. 
Meanwhile, [4] proposed a handwritten Devanagari character 
classification tool which is implemented using CNN 
achieving a 94.49% validation accuracy and 95.46% test 
accuracy. Meanwhile, [5] developed an automated reader for 
baybayin scripts which used Berthod and Maroy’s Primitive 
method and Freeman Chain Coding which are employed by 
means of OpenCV. 
 
Widiarti and Wastu [6] utilized Hidden Markov Model 
(HMM) to categorize the extracted vertical and horizontal 
features of Javanese characters. Shubhangi and Hiremath [7] 
used multiclass support vector machine (SVM) and micro 
features. The skeleton serves as the feature for extracting 
handwritten alphabets and numbers that were produced using 
a vector skeletonization algorithm.  Hanmandlu and Murthy 
[8],[9] developed a Fuzzy model-based recognition of 
handwritten Hindi numerals and characters and 92.67% and 
90.65% accuracies for Handwritten Devnagari numerals and 
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characters, respectively, were obtained. Some research uses 
different neural network to classify handwritten character. 
Attigeri [10] employs feed forward back propagation neural 
network in their system. Basu et al. [11] used MLP based 
pattern classifier for recognition of handwritten Bangla digits 
with a feature set of 76 features. Several other studies 
[12]-[13] show that were able to achieve image classification 
job with good outcome if they are joined with other suitable 
feature extraction methods. Meanwhile, deep learning and 
optical character recognition (OCR) was applied by [14] in 
Handwritten Phoenician Character Recognition.  Neural 
network and OCR was used for Arabic handwriting 
recognition in [15]. Lastly, Tesseract OCR, Open CV, and 
deep learning algorithms were implemented by [16] in 
translation of text in images. 
 
2. CHARACTER RECOGNITION USING TRANSFER 
LEARNING 
 
Figure 1 shows the block diagram for the training and testing 
of baybayin character images. The dataset used in training the 
network was composed of images of handwritten baybayin 
characters from different people. Different strokes of 
baybayin writings per character were taken into 
consideration. The model is composed of 45 classes 
respectively named after baybayin characters (A BA KA DA 
GA LA etc.). Each class contains 1500 images. We used 
Digital Interface-IRIScan Anywhere 3 scanner to acquire 
images of the characters. After being scanned, images were 
automatically cropped. Open CV and Python was used in 
contouring of the scanned images then the images where 
cropped based on their text fields. The images will then be 
sorted and saved to their corresponding folders for the 
training.  
 

 
 

Figure 1: Block Diagram 

Figure 2 shows the samples of the datasets gathered which 
were already cropped. To construct a network that can 

properly classify the image to its corresponding character 
using a convolutional neural network, we used Keras and a 
Convolutional Neural Network architecture (VGG16) 
[17],[18] containing group of unlike layers for handing out of 
training of data.  
 
We have partially divided our dataset in 80 by 20; 80% of the 
data was used for training and 20% for testing. This was made 
to evaluate the outcome of the utilized algorithm. The 
network was employed and trained through Keras and 
Tensorflow utilizing a Graphics Processing Unit GT-1030 
GPU. Adam as its optimizer was used as a network.  It used to 
train the network with a learning rate of 1e-3. For the network 
to be trained, 50 number of epochs were utilized with a batch 
size of 32. We resized the images to (50, 50,1) to perform the 
training and testing. 
 
3.  EXPERIMENTAL RESULTS 
 
90 baybayin characters which were handwritten on a sheet of 
paper from 90 different people were captured in real time 
using a 1080P Full-HD web camera of the proposed baybayin 
character recognition system. To have better recognition, 
when writing more than one character, distance from each 
other must at least 0.5 cm apart and the paper with written 
character/s must be horizontally aligned. When the camera 
has already captured the handwritten character, the system 
will classify the test sample and compared it in the deposited 
characters in the database. Lastly, the equivalent Tagalog 
word output is shown on the screen as displayed in Figure 3. 
Figure 4 shows the confusion matrix of the developed 
baybayin character recognition system. Table 1 shows the 
accuracy rate and mean recognition time of every character 
from all the trials. 
 

 
 

Figure 3: Actual testing of the baybayin character recognition 
system 
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Figure 2: Sample data set of Baybayin character 

 
 

 
 

 
Figure 4: Confusion matrix of the Baybayin Character Recognition System 

 
Table 1: Character Recognition Accuracy and Average Time 

Characte
r 

Data Gathered 
Characte
r 

Data Gathered 

Accurac
y (%) 

Ave. 
Tim
e (s) 

Accurac
y (%) 

Ave. 
Tim
e (s) 

A 98.89 1.65 NE/ 
NI 98.89 2.07 

BA 100 1.6 NGE/ 
NGI 100 1.98 

KA 100 1.79 PE/ 
PI 100 1.71 

DA/ 
RA 96.67 2.37 SE/ 

SI 98.89 1.7 

GA 98.89 1.88 TE/ 
TI 98.89 1.82 

HA 94.44 2.61 WE/ 
WI 98.89 1.84 

LA 96.67 2.21 YE/ 
YI 98.89 2.02 

MA 98.89 1.9 O/U 100 1.54 

NA 97.78 2.2 BO/ 
BU 98.89 1.73 

NGA 98.89 2.32 KO/ 
KU 100 1.88 

PA 98.89 2.08 DO(U)/ 
RO(U) 100 2.13 
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SA 98.89 2.27 GO/ 
GU 100 1.93 

TA 96.67 2.26 HO/ 
HU 100 1.84 

WA 95.56 2.45 LO/ 
LU 100 1.87 

YA 97.78 2.06 MO/ 
MU 100 1.8 

E/I 98.89 1.71 NO/ 
NU 97.78 2.2 

BE/ 
BI 100 1.83 NGO/ 

NGU 100 1.9 

KE/ 
KI 100 1.86 PO/ 

PU 94.44 2.66 

DE(I)/ 
RE(I) 98.89 2.15 SO/ 

SU 100 1.82 

GE/ 
GI 100 1.83 TO/ 

TU 100 1.66 

HE/ 
HI 98.89 1.73 WO/ 

WU 98.89 1.71 

LE/ 
LI 98.89 1.69 YO/ 

YU 98.89 1.91 

ME/ 
MI 100 1.68 Overall 

Rating 98.84 1.95 

 

4. CONCLUSION 
 
The system was able to recognize the 45 baybayin characters 
registered in the system through real time recognition using 
camera. In the training and testing phase of the development 
of the project using deep learning, an accuracy of 99.54% and 
98.84%, respectively, was obtained using real-time 
evaluation. 
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