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ABSTRACT 
 
Users tend to utilize bad or weak passwords with memorable 
characteristics such as simple words from the dictionary and 
easy to remember sequence of numbers from birthdays. Poor 
or bad password habits lead to compromise of personal data 
privacy and allow hackers to gain unauthorised access to 
these passwords and use them for criminal and fraudulent 
cyber activities. The purpose of this research is to examine the 
impact of password habits among Malaysians on their 
personal data breaches. This study provides insights into the 
behaviour of users concerning their passwords use. This study 
used a positivism paradigm and applied a quantitative 
approach and used a convenience sampling technique to 
collect data from 297 respondents from Malaysian nationals. 
IBM SPSS AMOS 24 is used to conduct the analysis. The 
result from the study shows that “lacking the use of 
second-factor authentication’ have a significant and a positive 
impact on the personal data breaches. Based on this finding, it 
can be concluded that the lack of second-factor authentication 
is an essential factor that significantly impacts personal data 
breach. This finding provides a different perspective from the 
usual connection of bad password habits of weak password 
length and combination, easy to guess the password and 
common password reuse to be the main contributing factor of 
the personal data breaches by the previous literature. The 
contribution of this research is the provision of empirical 
evidence that emphasise the need to continually beef up own 
security by correctly using second-factor authentication 
across individual accounts. Doing so is crucial to curb 
personal data breaches.  
 
Key words: Password habits, Bad passwords, Data breach.  
 

1. INTRODUCTION 

The European Data Privacy Services (EDPS) [1] defined 
personal data breach as a violation or breach of security that 
lead towards accidental or lawful damage, modification, 
destruction, loss or unauthorized disclosure or access to 
personal or individual data transmitted, processed or stored 
 

 

under the responsibility of the controller or owner of the data. 
The term data breach existed even before companies or 
associations begin storing data which are protected and 
confidential digitally. Data breaches have existed as long as 
individuals or companies store or maintain records of private 
information in any form, including paper [2].  

A group of characters, symbols and numbers used for 
authentication, to gain access to a source or prove the identity 
of oneself is known as a password [3]. Poor or bad password 
habits are prone to lead to compromise of personal data 
privacy, criminal and fraudulent activities over online 
cyberspace [4]. It is typically common for users to follow bad 
or weak password security practices; this may result in their 
accounts being vulnerable or exposed to attack [5].  
 

Users tend to utilize bad or weak passwords with essential 
characteristics for example using simple words from the 
dictionary, easy to remember number sequence, i.e. birthday 
dates or month and year [6]. It is common for a user to pick 
easy to remember password and yet meeting minimum 
password complexity as required by websites using a 
combination of name, date of birth or simple dictionary. This 
example illustrates how easily these passwords can be 
targeted for compromise. 

Users apply this bad password habit in their multiple 
accounts [5]. Password Fatigue is another challenge that 
tends to affect many users due to the hardship in having to 
facilitate and remember multiple and numerous passwords 
[8]. It is a common and well known practise by attackers on 
the Internet who  attempt to access  other user accounts to 
commonly guess passwords or by retrieving data from a 
particular user, for example, his favourite soccer team, 
usually this data or information is easy to obtain from the 
user’s social networking sites like Facebook, Instagram or 
LinkedIn [9]. A research performed on American consumers 
showed that 61% respondents are likely to have a tendency to 
reuse similar passwords across multiple websites and 54 % 
were found to have less than five passwords [10]. 

Attackers and intruders are most often seen to exploit 
vulnerabilities to compromise a system account or access 
[11]. Vulnerability or weakness like weak passwords can be 
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associated with either an internal or external security threat 
[12]. The multiple forms of password attacks are brute force 
attacks, e.g. looking or searching for poor hashes to crack 
weak passwords, dictionary attack and the case of rainbow 
tables attack to generate information data upfront to enable 
looking up for hashes [13]. Verizon in 2017 Data Breach 
Investigations Report (DBIR) highlighted that over 81% of 
current data breaches are attributed to hacked, stolen or weak 
passwords [14]; [15]. Why this problem or issue is relevant 
now is because data breaches are becoming frequent. We have 
heard of some of the most significant data breaches involving 
Yahoo with 3 billion records in 2013, Facebook in 2019 
involving 540 million users and FriendFinder networks in 
2016 with 412 million accounts [16]. This has become an 
important research topic and password habits in particular 
require attention of researchers.  

The purpose of this research is to study and examine the 
impact of password habits among Malaysians on the personal 
data breach. This research will provide insights on the 
behaviour of users handling his or her online password 
security and primarily will be focusing on the context of 
Malaysian users. The objectives of this research are to 
examine; (1) the impact of the weak password length and 
combination on personal data breach; (2) the impact of easy to 
guess password dictionary on personal data breach; (3) the 
impact of everyday password use on personal data breach; (4) 
the impact of lacking use of second-factor authentication on 
personal data breach. Due to the research objectives above, 
the research questions for this study are as follows; (1) What 
is the impact of weak password length on personal data 
breach?(2). What is the impact of easy to guess password 
dictionary on personal data breach? (3) What is the impact of 
password use on personal data breach? (4) What is the impact 
of lacking use of second-factor authentication on personal 
data breach? 

2.  REVIEW OF KEY THEORIES AND CONCEPTS 

2.1. Definition of Key Concepts and Terms 

2.1.1. Password Habits 

Password habits can be categorized and classified into four 
key concepts which are weak password length, easy to guess 
password dictionary, common password reuse and lacking 
use of second-factor authentication.  

A. Weak Password Length and Combination 
 
Password length is the right size of character sets that are 

measured or calculated to the proportional length of 
characters [5]. SANS Institute [17] being a renowned security 
research institute had described that a weak password is 
termed as having characteristics of containing less than 
fifteen characters. Most global organizations or standard 
practices by entities are inclined to setting passwords to 

having at least eight characters. Recent research has shown 
that focus on increasing password length is a more promising 
alternative than password complexity with minimal password 
length [18]. 

B. Easy to Guess Password Dictionary 

       SANS Institute, [17] has defined that weak password as 
also having a word or more that can be obtained in a 
dictionary either in English or in other foreign languages. 
Narayanan & Shmatikov [19] explained that the distribution 
of letters in easily formed guessable passwords are likely to be 
similar to the distribution of letters in a user’s language is 
native to that person. Thus, this becomes relatively simple 
when trying to exploit easy to guess passwords in a dictionary 
attack. Passwords with easily guessable diction are known to 
contain major weakness or vulnerability due to the possibility 
of automating scanning software that can be programmed to 
run ordered and systematic dictionary attacks [20]. 

C. Common Password Use 

Common password use is the scenario when users 
maintain the same passwords between multiple websites or 
account logins to cope with difficulties or problem to 
remember too many passwords [5]. In current society, the 
required number of passwords or protected accounts with a 
password is growing increasingly. This cause’s limitation to 
human memory capacity and capability to remember a 
multitude of passwords; thus, this behaviour tends to lead to 
the symptom of password reuse [21]. Password reuse brings 
on a form of security weakness and vulnerability as it enables 
intruders or attackers who have successfully compromised or 
exploited one of the victim’s passwords. This gives the 
attacker an advantage to use the same compromised 
password in other protected accounts or website login, which 
are now an easy target for personal breach [22]. 

D. Lack of use of second-factor authentication 

Second-factor authentication is a technology for consumers 
which have been around for a long time to improve digital 
security either optional or mandatory depending on the 
environment it is used for [23]. Two-factor authentication is 
defined as a means to authenticate users using two separate 
sets of information or way of identification, the first factor is 
normally your standard account password and the second 
factor being a one-time password generated from a third-party 
authenticator mechanism either soft or hard tokens.  

2.1.2. Personal Data Breach 

The European Data Privacy Services (EDPS) [1] has 
defined personal data breach as a violation or breach of 
security that lead towards accidental or lawful damage, 
modification, destruction, loss or unauthorized disclosure or 
access to personal or individual data transmitted, processed or 
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stored under the responsibility of the controller or owner of 
the data. It can also be related to the personal breach of the 
three known security principles which are a breach of 
‘Confidentiality’, ‘Availability’ and/or ‘Integrity’. The 
breach may occur due to several possible reasons either 
through negligence, as a result of an accident or due to 
intentional wrongdoing or act by a person or threat actor [1]. 
There are laws enacted around the globe to protect personal or 
private data. In Malaysia, the Personal Data Protection Act 
2010 came into full effect on Nov 15, 2013, which is intended 
to prevent misuse of individual’s personal data for wrongful 
intention or commercial purposes [24]. The first-ever known 
data breach was known publicly in 2004, involving an AOL 
worker being arrested in stealing his company’s subscriber 
list for selling it for personal financial gain [25]. In 2005, the 
first data breach to have compromised more than 1 million 
records of credit card numbers about DSW Shoe retail 
warehouse [26]. Statista [27] released statistics that the 
increase of personal data breaches over the years since 2005 
have been significantly on the rise with 157 million records 
reported in 2005 and highest in 2017 with 1.6 billion records 
of personal data breaches.  

2.2. Review of Key Theories 

2.2.1  Markov Model 

Markov model is used in studying the probability of 
stochasticity, which is useful in modelling random change of 
systems or behaviour of the subject [28]. Markov model is 
applied to learn the probabilistic occurrence of the state of 
future by recognizing patterns of the present status of with 
sequential data statistical analysis [29]. Through the years, 
the Markov model is a proven model that is demonstrated in 
password security. Narayanan & Shmatikov [19] has 
displayed the ability of password habits have led to cracking 
and disassembling of the passwords using the Markov model. 
Utilizing the construction using Markov model, password 
strengths can be tested by understanding the insecurity and 
potentiality of leakage of the password itself by adding on a 
finite amount of noise parameter for running a test [30]. The 
construction of the Markov model for checking password 
provides high accuracy with fine measurement of its password 
strength [31]. Tansey [32] explained a layered approach while 
using the Markov model.  

2.2.2. Construal Level Theory 

Construal Level Theory, or widely known as CLT, was 
developed by Trope & Liberman [33]. It is a theory used 
commonly in social psychology to describe the relationship 
between psychological distance and the extent of people’s 
thinking.  Psychological distance in CLT defines the spatial, 
temporal, hypothetical & social distance as the most common 
and understood dimensions [34]. Conceptual differences are 
referring to the data that is perceived to the mind, and 
perceptual differences otherwise are how the data or 

information is processed, this relationship may reflect the 
high or low abstract levels of construing the objects or events 
[35]. It is, therefore, a trade-off between feasibility and 
desirability, whereby strong emphasis is given on desirability 
while considering events in the distant future as compared to 
a stronger emphasis on feasibility while considering in the 
near future [36]. Thus, it is the context of password 
management or habits. Users are bound to place a stronger 
and higher emphasis on security that is desirability or the 
consequences of possible future events like a data breach or 
leakage as compared to an expectation of users applying 
weaker or bad passwords with the emphasis given on 
feasibility. This is considering the events of the near future, as 
no immediate or near-future threat of such consequences [37]. 

2.2.3. Agent-Based Modelling 

Agent-based modelling in the form of multi-agent 
simulation. It tries to locate explanation and insights into the 
collective behaviour of agents, thus conforming to the rules in 
its natural system [38]. Agent-based modelling specific to 
password habits highlights the radical difference while 
reviewing and validating security in practice as compared to 
security in the abstract. Kothari et al. [39] highlight users 
have tendencies to circumvent password policy security by 
which application of the agent-based modelling. It provides a 
clearer and better understanding of the aggregated security 
that is measured to include circumventions, risks and costs for 
better judgement and decisions. 

2.2.4. Critical Review of Theories 
 

Markov model uses the stochasticity approach, which can 
be exemplified in password modelling. By understanding the 
user behavioural approach, this amplifies a more significant 
result when password cracking. Though it provides high 
accuracy in the n-gram model, it tends to affect usability when 
wrongly estimated [31]. Construal Level Theory, on the other 
hand, is used to determine the desirability of an event in the 
future state similarly in the event of password breach due to 
malformed practices within password habits. This theory is 
dependent on time frame effect but has weakness like not 
focus on the quality of the attribute, i.e. password quality [37]. 
The Agent-based modelling revolves around an agent’s belief 
or cognitive burden [39], which is quite relevant to users’ 
circumvention around password security due to limitation of 
cognitive capacity to perform stringent and complex 
passwords.  
 
2.3. Research Gap 
 

From previous research and empirical studies carried out, 
most studies are carried around password habits with variable 
factors, i.e. weak password length or combination, passwords 
re-use across multiple sites or easy password dictionary. 
They're also international and local scale studies in Malaysia 
concerning data breaches. The first gap identified on the 
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international level of studies, no studies are linking the 
password habits and its variable factors towards personal data 
breach. Another research gap in the local Malaysian context, 
is no clear and distinct studies have been made significantly 
on password habits and as well as its relationship towards 
personal data breach.  As identified in the above gaps, this 
provides an opportunity to conduct research linking password 
habits towards personal data breach among Malaysians that 
could prove beneficial in understanding these attributes and 
its construct in this research. 
 
2.4. Conceptual Framework 
 

The Conceptual framework for this research displayed in 
Figure 1. Four critical components of password habits 
comprising of weak password length, easy to guess password 
dictionary, password reuse and lacking second-factor 
authentication are indicated as independent variables. A 
personal data breach is a dependent variable in this case. 

 
Figure 1.  Password Habits Effect on Personal Data Breach 
Conceptual Framework 

2.5.  Hypothesis Development 

A past study has shown that 81% of data breaches that 
occur are due to weak passwords; this is normally associated 
with user negligence [40]. A previous user study conducted 
based on 294 participants, 30% are reported to have at least 
one of their accounts breached or compromised due to poor or 
weak password length [18]. Ablon et al. [41]in a survey 
conducted across 2618 adults in the United States has stated 
that 26% of the participants or respondents received a notice 
on data breach infliction from prominent and popular online 
services that have implicated in a compromise like LinkedIn, 
MySpace, Adobe, Dropbox and Yahoo. Researchers 
conducting a study at Preempt Firewall Company had looked 
at the LinkedIn personal data breach and have discovered that 
65% of the passwords leaked or compromised are attributed to 
weak and poor password combination and password lengths. 
They were discovered to be cracked easily using brute force 
technique from off-the-shelf cracking tools like 
Jack-the-Ripper and Hashcat [42]. InfoSecurity Group, [42] 

conducted a study and it revealed the top 10 list of bad or weak 
password lengths most common discovered with a number of 
credentials found in each ranking from the previous data 
breach of personal accounts of users involving Myspace [14]. 
Therefore, this study proposes this hypothesis: 

H1: Weak password length and combination has a 
significant positive impact on personal data breach 

Easy dictionary words are observed to be easily cracked or 
compromised by tools with dictionary listing. It is usually 
advised when constructing passwords to obfuscate dictionary 
words with numerals or special characters such as ‘Winter’ to 
‘W1nt3r’ [43]. Based on empirical research conducted, 
common password dictionary that is considered weak are 
examples like using nouns, birthday dates, family, pet names, 
or even anniversary date [44]. In the past, a comparative 
analysis was performed based on different sets of password 
attacks. One of the main breach issues is dictionary attack 
versus other sets like brute force, shoulder surfing, replay, 
keylogging and phishing attacks [13]). Thus, therefore this 
study proposes following hypothesis: 

H2: Easy to guess password dictionary has a significant 
positive impact on personal data breach 

Das et al. [22] studied the password strategies for end-users 
who appeared or surfaced in multiple related credential leaks 
and estimated that 43% of passwords were re-used [22]. The 
research on the impact of password reuse across multiple sites 
and its weak practices leading towards security or personal 
data breaches was done by comparing same password reuse 
across 21 top universities in the United States [21]. An 
empirical study done on larger domino effects of password 
reuse has bigger implications. For example, a case study of 
the stolen or leaked credential from a rival in South Korea 
used to make illegal trade had amounted to $22 million in loss 
[45]. [46] supports the notion of the influence and impact 
common password reuse has on an individual’s vulnerability 
towards data breach. Therefore, this study proposes this 
hypothesis: 

H3: Common Password use has a significant positive 
impact on personal data breach 

There have been known breaches in the past involving not 
just users but also organizations that forced the decision to 
move to second-factor authentication. Duo Security [47] 
reported that organizations or service providers like Bitly, 
Twitter, Buffer, Hootsuite, Tumblr and many more had 
turned into providing second-factor authentication not just for 
their internal users but their consumers too. The difference in 
adoptions to newer technology compared between 2010 and 
2017 among US internet users to deal with newer advances in 
personal breaches exist [47]. It only proves from above 
depiction that second-factor authentication is becoming 
improvingly important to help users mitigate weakness in 
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single password authentication or shield potential breach if a 
single password is compromised. Second-factor 
authentication is elevating the security of an individual’s 
account as well as intended to circumvent shortfalls when the 
only single-factor password is used. Therefore, this study 
proposes this hypothesis:   

H4: Lacking use of second-factor authentication has a 
significant positive impact on personal data breach 

3. RESEARCH METHODOLOGY 

T his research adopted positivism research as it involves 
realism of participative context, which is arguably a world 
perception, and it is more fulfilling and certain [48].  A 
quantitative approach was applied in this research, and 
convenience sampling technique was used to collect data from 
297 respondents from Malaysian nationals and between the 
age group of 18 to 80. The questionnaire were designed in 
English as well as Bahasa Melayu The first part of the 
questionnaire was designed to measure the demographic 
makeup of the respondents and the second part of the 
questionnaire is made up of 4 subsections which were 
designed to investigate the variable of (a) Weak Password 
Length and Combination, (b) Easy to guess password 
dictionary, (c) Common Password Reuse, (d) Lacking use of 
second-factor authentication and (e) Personal Data Breach. In 
total, the questions were 32. The respondents were asked to 
select one of these seven Likert scale ranges; “1- Strongly 
Disagree”, “2-Disagree”, “3-Somewhat Disagree”, “4- 
Neither Disagree nor Agree” and 5- Somewhat Agree, 6 - 
Agree and 7 - Strongly Agree. The four conventional 
statistical approaches include descriptive statistics, which is a 
method of describing the variables and used to measure 
central tendencies and variability [49]. The demographic 
analysis is also part of this deliverable. Next, reliability and 
normality testing are conducted whereby reliability 
assessment will look at findings to ensure stability 
determination and normality assessment is to test the 
distribution of the data according to a normal distribution 
[50]. Confirmatory Factor Analysis (CFA) is part of and 
validity assessment to address the truthfulness of the data 
findings. Finally, Structural Equation Model or SEM, is used 
whereby it combines factor and path analysis, also known as 
co-variance modelling structure [51]; [52]; [53]. Two main 
statistical tools used for analysis are IBM SPSS 24 for 
performing descriptive analysis, testing or assessment of 
reliability and normality and IBM SPSS AMOS 24 for 
performing the validity testing of CFA and SEM. Hypothesis 
testing is then conducted. 

4. ANALYSIS 

4.1. Demographic Analysis 

In this sample size of 297 respondents, various demographic 
related inquiry, i.e. gender, age, ethnicity, education 

qualification, web surfing frequency and content, were 
acquired in the survey. To begin with, this survey was 
intended to target respondents who are Malaysians as to study 
the pattern of password habits among this nationality of users. 
From a total of 297 respondents, the majority refers to Malay 
ethnicity constituting of 36%, followed by Chinese 33%, 
Indians 26% and 5% making up the remaining. From a 
gender perspective, 38% or 113 respondents comprised 
females and 58% or 173 respondents are males. The biggest 
age group responding to this survey comes from the age group 
of 35-44 years old with a composition of 35% of total 
respondents or 105 out of 297. The second-largest group of 
respondents are from the age group of 25-34 years old, with 
92 respondents, followed by 45-54 years old with 55 
respondents. From the perspective of education qualification, 
47% or close to half of the respondents come with Tertiary 
education background. The second-largest group are 81 
respondents with Master’s Degree qualification. From here, 
we can understand the majority of the respondents are 
qualified with an educational background with a high literacy 
rate. Majority of the respondents at about 76% claim 
confidently to use the Internet frequently. This behaviour is 
essential to support the idea of the importance of password 
security involving online accounts that may lead to 
unwarranted incidents, i.e. personal data breach. 38% of 
respondents spend more than 8 hours, and 27% spend 
between 6 to 8 hours. This is relevant to show high usage of 
the Internet each day to support further in this research 
analysis. Online services content which has associated online 
login account, signifying the use of password required. 91% 
of respondents use Email as the most common online content, 
followed by 78% on social media and 72% online or mobile 
banking. This information is useful to show the distribution of 
online services which require password or log in, which helps 
in this research to understand further password habits of the 
respondents. 

4.2. Normality Assessment 

The normality test if involving small to medium size 
samples (i.e. n < 300) would typically include formal 
normality test using skewness and kurtosis [54]. Skewness 
measures the asymmetry of the variable distribution and 
whereas kurtosis looks at peakedness of the distribution [55]. 
As a rule of thumb, Gravetter & Wallnau [56] illustrated that 
an acceptable range of skewness and kurtosis values are 
between -2 and +2. From the results for all question items fall 
into the range of -2 to +2, therefore rendering the results to be 
in an acceptable range. This further proves the fair normal 
distribution of the data collected for this research. 

4.3. Reliability Assessment 

Reliability testing is conducted to measure internal 
consistency; in this case, measuring the reliability of the 
questionnaire instrument using the Likert scale (1 to 7). 
Cronbach [57] introduced Cronbach’s Alpha test, which is 
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mainly used for reliability testing involving the development 
of scales for measuring attitudes and any other development 
constructs [58]. Cronbach’s Alpha coefficient range was 
developed to measure the coefficients consistency for the 
items from the questionnaire [59]. An alpha value above 0.9 is 
deemed as excellent, whereas below 0.5 is regarded as 
unacceptable. Based on results, the overall measurement of 
Cronbach’s Alpha for this research questionnaire items is 
0.755, which is acceptable. The highest is being 0.877 for the 
first variable, and the lowest is 0.580 for the third variable. 
The smallest is, however, not deemed as unacceptable for this 
research. The other remaining variables are above 0.7, which 
are acceptable based on coefficient range. As per the 
Dependent Variable, the Cronbach’s Alpha is rated at 0.682, 
which is deemed still within the safe level in the coefficient 
range when measuring for internal consistency and 
reliability. 

4.3.4 Confirmatory Factor Analysis 

        CFA is performed in two phases, namely initial run by 
loading all items of the questionnaire and final run after 
seeing the best fit of the questionnaire items and removing 
any redundancy or noise. According to Hair et al. [64]; [60]. 
[61]. [62]). [63]. acceptable fit value for goodness of fit (GFI), 
comparative fit index (CFI), incremental fit index (IFI) and 
Tucker-Lewis index (TLI) are well above 0.900. Finally, the 
root mean square of error approximation (RMSEA) analyzes 
discrepancy between hypothesized model, parameter 
estimates and the population co-variance with RMSEA 
ranging from 0 to 1 with 0.08 or less as an acceptable 
indication [65]. The criteria for selecting unfit questionnaire 
items and dropping those items based on manifest variables 
with loading factor or value less than 0.5 is dropped [66]. 
Another criterion is also to review the Modification Indices 
(MI). High value, MI > 15 has an indication that redundant 
items exist in the model; therefore, it needs to be removed 
[67]. Figure 2 below depicts the new CFA Path Diagram with 
the revised mapping of the relationship with each variable. 

The default model value of X2/DF or CMIN/DF above is 
2.710, which is deemed acceptable as it is below the accepted 
value of 3.00. The GFI, CFI, IFI and TLI values in above are 
respectively 0.882, 0.914, 0.914 and 0.894. Two of the values 
are above 0.900, therefore are CFI and IFI. Consequently, 
they are accepted fit. However, GFI and TLI are just on the 
borderline to the value 0.900. Finally, the RMSEA value for 
CFA final run is measured at 0.076 in the table and is deemed 
accepted as fit since it is lesser than 0.08. The summary of 
results from the final run, as depicted in However, GFI and 
TLI are as indicated below in the borderline very close to 
0.900. 

 
Figure 2 - CFA Path Diagram (Final Run) 

4.4  Structural Equation Modelling 
Structural Equation Modelling or SEM is related to CFA 

and often is used to analyse latent constructs using one or 
more observed variables and provides structural modelling to 
impute the relationship between the latent variables [68]. 
Figure 3 below depicts the SEM Path Diagram with the 
revised mapping of the relationship with each variable. This 
is also in sync with the list of questionnaire items dropped to 
improvise the modelling. 

 

Figure 3 - Structural Equation Modelling Path Diagram 
 

The default model value of X2/DF or CMIN/DF above is 
2.710, which is deemed acceptable as it is below the accepted 
value of 3.00. The GFI, CFI, IFI and TLI values in above are 
respectively 0.882, 0.914, 0.914 and 0.894. Two of the values 
are above 0.900, therefore are CFI and IFI; consequently, they 
are accepted fit. However, GFI and TLI are just on the 
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borderline to the value 0.900. Finally, the RMSEA value for 
SEM run is measured at 0.076 in the table and is deemed 
accepted as fit since it is lesser than 0.08. The summary of 
results from the SEM model fit analysis as depicted in Table 6 
below shows 4 out of 6 criteria are met and acceptable within 
the level. However, GFI and TLI are as indicated below in the 
borderline very close to 0.900. It is also indicative that both 
CFA and SEM results are identical. 
 
3. 4.7  Hypothesis Testing Result 

Hypothesis testing is running from AMOS and the results 
from the regression weights and standardized regression 
weights. As illustrated in Table 7 below the results shows that 
hypothesis H1, H2 and H3 were negatively found to have a 
relationship with a personal data breach. However, hypothesis 
four (H4), was found to have a significant positive impact on 
the personal data breach. 
Table 7. Summary of Hypothesis Testing Result 

*p<0.05, **p<0.01, ***p<0.001 

5. RESULT AND DISCUSSION 

H1: Weak password length and combination has a 
significant positive impact on personal data breach 
 

The hypothesis above is not supported, as shown in Table 7 
due to β = 0.159 and p = 0.088 (p >0.05, which is the 
minimum acceptable value). This means weak password 
length and combination for Malaysian Internet users are not 
significant impacts towards personal data breach due to 
insignificant p-value. In terms of the relationship between the 
two variables, there is an increase of only 15.9% over personal 
data breach when weak password length factor has a positive 
factor by 100%. However, any results can not be concluded if 
results are not significant. There might be another statistical 
reason behind such findings.  

H2: Easy to guess password dictionary has a significant 
positive impact on personal data breach 

The hypothesis is not supported due to β = -0.403 and p = 
0.057 (p >0.05, which is minimum acceptable value). The 

results show easy to guess password dictionary has a negative 
impact on the personal data breach. The p-value is rather 
close to 0.05 but still not being significant due to lesser than 
0.05. A personal data breach will decrease by 40.3% with the 
relationship of easy to guess a password, which is negative. 
This means that respondents do not necessarily agree to that 
easy to guess password dictionary greatly lead to individual or 
personal security breach. This could be possible due to split of 
respondents in two extremes for questions referring to simple 
diction and password that is containing a name of known 
people with top two majorities are either agreeing or 
disagreeing. It is therefore not evident enough to support the 
positive hypothesis, which resulted in the result is otherwise. 
This contradicts a previous empirical research done by [44] 
that found common password dictionary or passwords that are 
considered weak and uses nouns, family name, birth dates, pet 
names or even anniversary date significantly affect personal 
that breach. 

H3: Common Password use has a significant positive 
impact on personal data breach 

This hypothesis too, is not supported. As illustrated in 
Table 7, the value for this hypothesis is β = 0.242 and p = 
0.263 (p >0.05 which is minimum acceptable value). This 
implies that common password reuse is not creating a 
significant positive impact on personal data breach due to 
insignificant p-value, which is more than 0.05. In terms of the 
relationship between the two variables, there is an increase of 
only 24.2% over personal data breach when common 
password reuse has a positive factor of 100%. This has been 
proven to be the opposite of the suggested past literature that 
common password reuse has been a common denominator to 
many reported security breaches. [69] reported that not many 
companies or individual in Malaysia are compelled to report 
or disclose data breaches which now is an increasing 
requirement to have laws that mandate such reporting. A 
2018 Global Password Security Report shows a staggering 
50% of users have the tendency of using the same password 
for their work or personal and this was further amplified by 
Google research identifying 65% doing so in 2019 resulting 
in compromised passwords responsible for 81% of 
hacking-related breaches [70]. This is probably not familiar to 
many Malaysia users in the impact of their perception of 
common password reuse towards personal data breach.  

H4: Lacking use of second-factor authentication has a 
significant positive impact on personal data breach 

The hypothesis is Supported as, β = 0.881 and p <0.001, 
which is excellent. This signifies that there can be increase of 
88.1% in personal data breach when lacking use of 
second-factor authentication is increased by 100%. 
Technology Visionaries [71] reported that even when users 

 Dependent 
Variable 

Independent 
Variables 

β p Decision 

H1 Personal 
Data Breach 
(PDB) 

Weak Password 
Length and 
Combination 
(WPLC) 

0.159 0.08
8 

Not 
Supported 

H2 Personal 
Data Breach 
(PDB) 

Easy to Guess 
Password Dictionary 
(EPD) 

-0.403 0.05
7 

Not 
Supported 

H3 Personal 
Data Breach 
(PDB) 

Common Password 
Reuse (CPR) 

0.242 0.26
3 

Not 
Supported 

H4 Personal 
Data Breach 
(PDB) 

Lack of Second 
Factor 
Authentication (SFA) 

0.881 *** Supported 



Praveen Raj Santhira Rajah et al.,  International Journal of Emerging Trends in Engineering Research, 8(10), October 2020,  6950  -  6960 

6957 
 

 

tend to have bad password habits which include easy to guess 
password or common password reuse for multiple accounts, 
second-factor authentication has significantly helped to 
protect users from stolen credentials or personal login being 
hacked. This is a significant insight among Malaysian 
respondents that second-factor authentication supersedes any 
other possible weak factors like password length or 
combination, easy to guess the password and/or common 
password reuse across multiple logins that have a severe 
impact towards personal data breach.  The data represented 
from the standardized regression weights indicate a β value of 
0.881 with desirable p-value under 0.01. This goes in line 
with a suggested study by Duo Security that between 2010 and 
2017, US internet users are tech-savvy in moving up the 
advancement of second-factor authentication to deal with 
newer advances in personal breaches [47]. What is also 
implied from this research, is that most respondents in 
Malaysia agree to this as a single biggest factor contributing 
to securing from personal data breaches. This study confirms 
a finding by Albayram, et al., [72] that Internet users are 
willing to try second-factor authentication after they were 
exposed to both the Risk and Self-efficacy themes and 
correlates the experiment by Siadati et al.,[73] that found 
second-factor authentication prevent personal data breaches 
and social engineering attacks. 

6. CONCLUSION 

From the four proposed hypotheses, hypothesis 4 was found 
to have a positive impact on Personal Data Breach 
significantly. Based on this finding, it can be concluded that 
the lack of second-factor authentication is a major factor that 
significantly impacts personal data breach. This study 
provides a different perspective on the usual connection of 
bad password habits such as weak password length and 
combination, easy to guess the password and common 
password reuse to be the main contributing factor of personal 
data breach in the past literature. The contribution of this 
research is the provision of evidence that indicate that beefing 
up personal security using second-factor authentication 
across Internet online accounts, is very important to curb 
personal data breach. In regards to individual users, each 
individual should seriously consider enabling second-factor 
authentication wherever possible. This can be adopted by 
enforcing the use of One-Time-Pin (OTP). It can be enforced 
for online banking transactions, payment gateways, recovery 
of forgotten password, or lost account due to inactivity after a 
long period. For online accounts which are integrated with 
other second-factor mechanisms like Authenticator feature, 
i.e. Google, Microsoft authenticator, etc., users show start to 
activate or move to this feature to strengthen their credential 
access from password leaks of account hacks. For online 
accounts or websites with minimum feature like using email 
or other simple techniques for a way of second-factor 

authentication, it should be considered as a minimum viable 
security measure to securing login credentials. 

Next, in regards to Internet Content Providers, not all 
websites or internet content providers with logon 
requirements have created a minimum viable solution using 
various features of second-factor authentication. This ought to 
be addressed by the providers to ensure that they provide a 
reliable and trusted avenue to their users to protect themselves 
from being a victim of a personal data breach. They are many 
free or commercial possible solutions to enable a 
second-factor authentication feature so that users can feel safe 
to use their services. Search engine providers like Google, 
Bing, etc. should consider tagging every single website in 
terms of reliability, including the availability of second-factor 
authentication features. This, in return, provides a confidence 
index to users to understand the risks of any websites which 
they entrust they login credentials to be safe or free from a 
personal data breach. Finally, looking at the role of 
regulations or law enforcement, there are current state-wise 
laws like Data Privacy Act, GDPR, National Security laws to 
protect the public and its people from criminalist or espionage 
activities like a breach of personal users. These laws should 
consider enforcing data processors like Internet Content 
Providers with stricter penal codes for enforcing 
second-factor authentication feature to provide public 
assurance of their data integrity, confidentiality and security. 

The limitation of this research is; firstly, the limitation of 
the data sampling. The total; the number of respondents was 
297. Future researchers should consider increasing the size of 
the data sample to increase the prediction power of the 
findings. This research only collected data from a single 
location in Malaysia; future researchers should try to collect 
data from all regions of Malaysia to provide wide 
geographical coverage and have a proper representation of the 
population.  The final limitation of this study is the number of 
variables used in this study. Future researchers should explore 
variables such as back doors, application vulnerabilities, 
malware, social engineering, insider threats and physical 
attacks in their studies as that could lead to a better 
understanding of factor influencing data breach.  
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