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 
ABSTRACT 
 
Banks are the most important institution in the economics and 
social sector. Hence, it provides services or products such as 
term deposits. Term deposits give banks the most reliable 
source of profit and credits. Bank uses direct marketing to 
attract customers to subscribe to the deposit program. By 
using data mining, a bank can predict the client who will 
subscribe to the term deposit program. In this research, the 
dataset to be tested is bank marketing by Portuguese banking 
institutions. The data mining algorithm used is K-Nearest 
Neighbors (KNN), but it has a sensitive weakness to outliers 
which causes the accuracy of this algorithm is not good. This 
research aims to cover up the weakness of the KNN by 
detecting outliers in the dataset and improving the accuracy of 
the KNN. The outlier detection method used in this research is 
Subspace Outlier Detection (SOD) and Principal Component 
Analysis (PCA) as dimensional reduction method. The dataset 
was splitting into 70% training data and 30% testing data as 
new data. K-fold cross-validation was used to search the K 
Neighbors value of KNN during the modeling training data. 
The classification results of testing data based on the 
confusion matrix show the accuracy of the KNN algorithm 
which only uses PCA is 91%. While the KNN algorithm 
accuracy with SOD and PCA is 94%. It can be concluded that 
the accuracy of KNN using SOD is better than accuracy of 
KNN without SOD by improving the accuracy by 3% in the 
bank marketing dataset. 
 
Key words : Direct Marketing, KNN, PCA, SOD 
 
1. INTRODUCTION 
 
A bank is a financial institution that is licensed to raise funds 
from the public in the form of deposits that can be redirected 
to the community in the form of credit or other funds [1]. 
Banks are the most important economic and social aspects, 
therefore, they are required to provide a variety of banking 
products or services to customers. One of the services offered 
by a bank is the deposit. There are different types of deposit 
accounts, such as demand deposit, savings, term deposit, and 
money market deposit [2]. Year to year, the term deposit 

 
 

interest rates received by customers are higher when 
compared to the demand deposit and regular savings rates [3]. 
Therefore, a term deposit account proffers the most stable and 
reliable source of profit and credit in the bank sector. 
 
The bankers take advantage of the benefits of the deposit by 
promoting their deposit program to customers through 
marketing campaigns. There are two types of marketing 
campaigns, namely mass marketing and direct marketing [4]. 
The bank selects the direct marketing strategy since it is more 
effective compared to mass marketing. One of the banking 
institutions that uses direct marketing is the Portuguese 
banking institution. Marketing strategy carried out by this 
institution utilizes telephone communication. The 
implementation of direct marketing from time to time 
generates data and information in the form of reports that need 
to be analyzed [5]. One of the most effective ways to analyze 
previous campaign reports is through business intelligence 
and data mining techniques [5]. Data mining is one such of 
tool class that is used to recognize and evaluate the hidden 
pattern of data [6]. In addition, by using data mining in direct 
marketing, a bank can find out patterns of behavior and 
choose the right customers for promotion [4]. So a bank can 
determine which customers will subscribe to the term deposit 
program. 
 
The classification algorithm used in data mining is K-Nearest 
Neighbors (KNN), which is a method of classification of 
objects based on the nearest data in the feature space training 
[7]. The advantages of this algorithm include fast training, 
simple and easy to learn, and effective in training big data [8]. 
However, KNN can be affected by outliers, as a result, its 
accuracy is not good enough [9]. Another method used in 
KNN is Subspace Outlier Detection (SOD), which is an 
outlier detection method that models outliers on 
high-dimensional data. A study conducted by [10] found that 
the SOD method is more stable at optimal values to face 
high-dimensional data than other outlier detection methods 
such as Angle-Based Outlier Detection (ABOD) and Local 
Outlier Factor (LOF), which perform better in 
low-dimensional data. In this current research, the researchers 
applied the SOD outlier detection method with the KNN 
classification algorithm to detect outliers in the bank 
marketing data and provided treatment to the outliers. 
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Although stored outliers bring out important information in 
the dataset [11]. 
 
This research seeks to detect outliers in bank marketing data 
using the SOD method and classify it by using the KNN 
algorithm. It is expected that the results of this research can be 
used as a reference and consideration for future outlier 
detection research and ease the bankers in predicting clients 
who subscribe to deposit programs by applying data mining 
techniques. Outlier detection using the SOD is also expected 
to cover the shortcomings of KNN that are sensitive to 
outliers. The output of this research is the KNN algorithm 
with SOD which is expected to have better accuracy 
 
2. METHOD 
 
2.1 Data Collection 
The dataset used in this research is the Bank Marketing 
dataset taken from Kaggle. This data relates to direct 
marketing activities of the Portuguese banking institution 
from 2008 to 2010 where the agency performed telephone 
contacts to carry out marketing campaigns for potential 
customers to subscribe to term deposits. The data consists of 
20 input attributes and 1 output attribute. Input attributes used 
are age, job, marital, education, default, housing, loan, 
contact, month, day_of_week, duration, campaign, pdays, 
previous, poutcome, emp.var.rate, cons.price.idx, 
cons.conf.idx, euribor3m, and nr.employed. The output 
attribute which provides information on the number of clients 
will subscribe to the term deposit program is indicated by the 
label y. The number of instances in this dataset is 41188. The 
detailed description of the attributes used is shown in table 1. 
 

 Table 1: Attributes and description of bank marketing data 
Attributes Type of Data Description of Data 

Age Numeric age of customers 
Job Categorical type of customers’ 

occupation 
Marital Categorical status of customers’ 

marriage 
Education Categorical levels of customers’ 

education 
Default Categorical The customers are on 

default credit or not 
Housing Categorical The customer has a loan 

for the property or not 
Loan Categorical The customers’ loans 

are personal, or not 
Contact Categorical Type of communication 

on contact to customers 
Month Categorical Last months of contact 

Day_of_week Categorical Last days of contact 
Duration Numeric Duration of last contact 

Campaign Numeric The number of contacts 
that were made during 
the campaign 

Pdays Numeric The number of days 
that have passed since 
the last customers were 
contacted from the 
previous campaign 

Previous Numeric The number of contacts 
made during and for 
this Customer 

Poutcome Categorical Results of earlier 
marketing campaign 

Emp.var.rate Numeric Level of Work 
Variation 

Cons.price.idx Numeric Price Index for 
Consumers 

Cons.conf.idx Numeric Confidence index for 
customers 

Euribor3m Numeric Euribor 3-months rate 
Nr.employed Numeric The number of people 

employed 
Y Categorical The customers 

subscribed to term 
deposits or not 

 

2.2 Data Preprocessing 
A. Subspace Outlier Detection 
Subspace Outlier Detection (SOD) is an outlier detection 
method that detects and models outliers in high-dimensional 
dataset. Outliers in the dataset can be found in the subspace in 
the original data. According to the research by [10], the SOD 
is modeled by calculating the subspace defining vector ݒ௜ோ(௣)  
whose results are categorized into high and low (1 and 0), 
depending on the ܸܴܣோ(௣), variance at the reference point. 
The subspace defining vector and variance formula can be 
seen in equations 1 and 2. 

ோ(௣)ܴܣܸ = 	
∑ ௗ௜௦௧൫௣,ఓೃ(೛)൯

మ
೛∈ೃ(೛)

஼௔௥ௗ൫ோ(௣)൯
       (1) 

௜ோ(௣)ݒ = 	 ቄ10
௜௙
௘௟௦௘

௩௔௥೔ೃ(೛)ழఈೇಲೃ
ೃ(೛)

೏       (2) 
Subspace hyperplane H(R(p)) is defined as the average value 
of the reference set μୖ(୮) and the subspace defining vector of 
the reference set vR(p). The hyperplane subspace equation can 
be seen in equation 3. 

൯(݌)൫ܴܪ = ,ோ(௣)ߤ)  ோ(௣))       (3)ݒ
Next, calculate the number of points p deviated from the 
hyperplane subspace and the reference set R(p) using the 
weight euclidean distance between points p and ߤோ(௣) with the 
subspace defining vector as a weight vector. The calculation 
of distance point p to hyperplane can be seen in equation 4. 

ݐݏ݅݀ ቀܪ,݌൫ܴ(݌)൯ቁ = 	ට∑ ௜ݒ
ோ(௣). ௜݌) , ௜ߤ

ோ(௣))ଶௗ
௜ୀଵ    (4) 

If the result of weight euclidean distance approaches 0 where 
the distance is close to the hyperspace subspace then that point 
is not categorized as an outlier and vice versa. If the result of 
the weight euclidean distance is proximate to 1 then that point 
is categorized as an outlier. From this explanation, the 
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Subspace Outlier Degree is defined in equation 5. 
(݌)ோ(௣)ܦܱܵ = ௗ௜௦௧(௣,ு൫ோ(௣)൯

	||௩ೃ(೛)||	
       (5) 

The SOD  which is the distance between point p and 
hyperplane subspace reference set R(p) is normalized with the 
number of relevant dimensions νR(p) (equation 5). The results 
of the SOD in the form of an outlier score is compared to a 
certain threshold to determine the categorization of the points. 
B. Principal Component Analysis 
The Principal Component Analysis (PCA) is a method for 
reducing a dataset dimension without reducing the meaning of 
the data [12]. PCA extracts dataset features using eigenvector 
and eigenvalue that have been obtained [13]. The first step in 
dimensional reduction using PCA is to input X for PCA where 
X is a training data consisting of n-vectors with data 
dimensions (m). Next, calculate the average of each 
dimension using equation 6. 

തܺ = 	 ଵ
௡
	∑ ௜ܺ 	௡

௜ୀଵ         (6) 
Where n is the number of sample data and Xi is the 
observation data. The next step is to calculate the covariance 
matrix (Cx) using equation 7. തܺ is the mean data. 

௑ܥ = ଵ
௡ିଵ

∑ ( ௜ܺ − തܺ)( ௜ܺ − തܺ)்௡
௜ୀଵ     (7) 

The calculation of the eigenvector and eigenvalue from the 
covariance matrix can be done with equation 8. The 
eigenvalue is a form of scalar numbers and eigenvector is a 
matrix of calculations from eigenvalue and a set of initial data 
[14]. 

௠ݒ௑ܥ =  ௠         (8)ݒ௠ߣ
The eigenvalue scores that have been obtained are sorted from 
the largest to the smallest. Principal Component is a collection 
of eigenvectors obtained from eigenvalue that has been sorted. 
The PC dimension is reduced based on the eigenvalue. One 
way to reduce PC dimensions based on eigenvalues is by 
using the accumulation of variance values on eigenvectors 
[13]. Accumulated variance values are taken based on 
predetermined thresholds. The threshold value is very 
influential on the eigenvector chosen during data 
transformation. 
C. Data Splitting 
Before advancing to the next stage, splitting data must be 
done. Splitting is done by dividing the dataset into training 
data and testing data. Training data is employed to form a 
model of the classification algorithm used. Testing data is 
useful for validation of the models built [15]. In this research, 
the dataset was split into 70% of the training data and 30% of 
the random testing data. 30 percent of the data used as test 
data were used as new data for prediction purposes. 
 
2.3 Data Processing 
A. K-Nearest Neighbors (KNN) 
The KNN is a supervised algorithm applied to classify a set of 
objects or data based on the nearest neighbors whose class is 
known [16]. In the KNN there are three important elements 
used for classification, including K values, labeled objects, 
and distances between objects [17]. The K value in the KNN 
is used to determine the number of the nearest neighbor. K 
value is determined based on the optimum K value during the 

training [18]. In this research, the optimum K value was 
determined by using K-fold cross-validation. K neighbors 
value should ≠ 1 and odd [19]. The labeled object was used to 
create a training data classification model. The calculation of 
the distance between two objects was calculated based on 
Euclidean distance. Euclidean distance was used in KNN 
since it generated the closest distance to each point. The 
Euclidean distance formula is shown in equation 9 [8].  

,݌)ݐݏ݅݀ (ݍ = ට∑ ൫ݔ௣௜ − ௤௜൯ݔ
ଶ௡

௜ୀଵ        (9) 
where: 
dist(p,q): the euclidean distance from coordinate of p to q 
xpi: coordinate of p in iteration i 
xqi: coordinate of q in iteration i 
n: the number of iteration 
 
From the three aspects above, the steps of KNN are described 
as follows. First, defining the K value, the optimum K value 
can be determined by finding the accuracy value in the 
training data using K-fold cross-validation. Second, 
calculating the euclidean distance between the testing data 
and the training data using the formula in equation 10. Third, 
sorting the results of the euclidean distance calculation from 
the test data group in ascending order. Fourth, taking 
k-nearest neighbors from the results that have been sorted for 
each test data. The test data class was taken from the majority 
vote on the k-nearest neighbor. After the dataset was modeled 
by using the KNN algorithm, it was evaluated by using 
cross-validation and accuracy results. 
 

2.4 Evaluation Model 
A. Cross-Validation 
Cross-validation is a statistical method which helps to 
evaluate the performance of algorithm models and the 
performance of prediction models of unknown datasets [20]. 
One of the forms of cross-validation is k-fold cross-validation 
[21]. The k value used for k-fold cross-validation is 10, 
10-fold cross-validation. 10-fold cross-validation means that 
the records in the training data are split into 9 subsets into a 
training set and 1 subset into a testing set. 
B. Confusion Matrix 
Confusion Matrix is a method used to evaluate models for 
classifying true and false objects [22]. Accuracy is used to get 
percentage of instances which the classification algorithm 
correctly classifies. Accuracy is defined as the ratio between 
correct data prediction (TP and TN) and overall data [23]. The 
accuracy formula is shown in equation 10 [24]. 

ݕܿܽݎݑܿܿܽ = ்௉ା்ே
்௉ାிேାி௉ାிே

        (10) 
Where TP is true positive; TN is true negative; FP is false 
positive; FN is false negative. 
 
3.  RESULTS AND DISCUSSION 
 

3.1 Data Preprocessing 
The dataset used in this research was bank marketing data 
with 41188 instances and 21 data variables consisting of 20 
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input variables and 1 target variable. There was a missing 
value in this dataset, so that, treatment was needed in the form 
of missing value treatment by replacing the missing value 
with the mode value for each feature. The data used was 
multivariate data which required the conversion of categorical 
data into numerical data by using a label encoder. The label 
encoder transforms categorical data into numerical data 
starting from number 0 to the number of data units for each 
feature. 
In this current research, two experiments were carried out on 
the dataset by implementing Subspace Outlier Detection 
(SOD) and Principal Component Analysis (PCA). SOD was 
used to detect outliers in the dataset where outliers could 
affect the accuracy of the classification model. PCA was used 
to reduce the dataset features without reducing the meaning of 
the removed dataset so that it accelerated the performance of 
the classification algorithm. 
 
A. The Result of Subspace Outlier Detection 
The SOD is implemented to detect outliers in the subspace 
dataset by using Pyod tools. This research detects as much as 
15% of observations that are categorized as outliers and 
searches for the threshold to define the boundary datapoints 
detected as outliers or not. The results of the SOD are 
determined by the outlier score on each datapoint. Threshold 
settings are obtained from the 100th percentile multiplied by 
outlier contamination from the sample data. The threshold 
obtained in this experiment is -0.7334582830883063, if the 
outlier score is above the threshold then it is classified as 
inliers. Conversely, if the outlier score is below the threshold 
then it is classified as outliers. Outlier classification results by 
using SOD, there were 6179 datapoints as outliers and 35009 
datapoint as inliers. A total of 6179 outliers from the dataset 
were removed to create a new dataset with 35009 instances, 
clean datasets. Comparison of targets on original and clean 
datasets shown in table 2. 
 

Table 2: Targets on original dataset and clean dataset 

Target Original Dataset Clean Dataset 

No (0) 36548 32802 

Yes (1) 4640 2207 
 
According to table 2, it is obvious that the number of targets 
“no” and “yes” in the original data is 36548 and 4640 
instances. After eliminating the outliers, the number of targets 
“no” and “yes” becomes 32802 and 2207 instances. The two 
datasets are then reduced for its dimensions by using PCA. 
B. The Results of Principal Component Analysis 
The original dataset and the clean dataset (the dataset whose 
outlier has been removed) were processed using PCA. PCA 
reduces dimensions based on the accumulation of the best 
variance in the dataset. After the PCA was performed, an 
accumulation of PCA variance was obtained from each 
dataset. The number of eigenvectors or components in a PCA 
depends on the threshold used. The threshold specified in the 

accumulation of variance is at least 80% [13]. The followings 
are the results of the accumulation of PCA variance in the 
original dataset and the clean dataset shown in table 3 and 
table 4. 
 

Table 3: PCA variance results in the original dataset 
Principal 

Component 
Variance Variance  

Accumulation 
PC1 6.26798747e-01 0.6267987473199792 
PC2 3.30839243e-01 0.95763799001592 
PC3 4.08477894e-02 0.9984857794166259 
PC4 1.01380124e-03 0.9994995806597874 
PC5 1.92031393e-04 0.9996916120525972 
PC6 1.17398886e-04 0.9998090109386407 
PC7 6.96647226e-05 0.9998786756612444 
PC8 4.92985082e-05 0.9999279741694708 
PC9 3.64697368e-05 0.9999644439062626 

PC10 1.80192123e-05 0.9999824631185513 
PC11 7.31553499e-06 0.9999897786535412 
PC12 2.81491382e-06 0.9999925935673606 
PC13 2.29699535e-06 0.9999948905627138 
PC14 1.92586134e-06 0.9999968164240556 
PC15 1.34325741e-06 0.9999981596814649 
PC16 1.19201638e-06 0.9999993516978456 
PC17 2.48691218e-07 0.9999996003890638 
PC18 2.17420875e-07 0.9999998178099384 
PC19 1.81513212e-07 0.99999999932315 
PC20 6.76850027e-10 1.0 

 
Based on table 3, the results of the PCA on the original dataset 
shows the accumulation of variance on PC1 is 0.61. The 
results of the accumulation of PC1 and PC2 generate the 
accumulated variance value of 0.957. From these results, it is 
possible to reduce the dimensions to 2 features because the 
best accumulation of variance is found on PC1 and PC2. 
 

Table 4: PCA variance results on clean dataset 
Principal 

Component 
Variance Variance  

Accumulation 
PC1 7.50082833e-01 0.7500828325220159 
PC2 1.71301890e-01 0.921384722053264 
PC3 7.55541912e-02 0.9969389132833375 
PC4 1.99680881e-03 0.9989357220979856 
PC5 3.72798743e-04 0.9993085208410862 
PC6 2.74496209e-04 0.999583017049626 
PC7 1.53589396e-04 0.9997366064451902 
PC8 1.08694409e-04 0.9998453008537498 
PC9 8.11770662e-05 0.9999264779199575 
PC10 4.07974896e-05 0.9999672754095454 
PC11 1.11132665e-05 0.99997838867606 
PC12 6.53394511e-06 0.9999849226211727 
PC13 5.33033297e-06 0.9999902529541431 
PC14 3.23034771e-06 0.9999934833018496 
PC15 2.76875572e-06 0.9999962520575669 
PC16 2.69847052e-06 0.9999989505280849 
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PC17 5.04202874e-07 0.9999994547309584 
PC18 4.50470067e-07 0.9999999052010259 
PC19 9.29438979e-08 0.9999999981449238 
PC20 1.85507628e-09 1.0 

 
According to the results in table 4 presents the accumulated 
variance value of each principal component in the clean 
dataset. The result of the accumulation of variance on PC1 is 
0.750. The result is smaller than the accumulated variance 
value on PC1 and PC2, which is 0.921. The results of the 
accumulation of PC1 and PC2 can be determined by reducing 
the dimensions into 2 features. Before continuing to the data 
processing stage, the two datasets that have been reduced in 
dimension are split by dividing the dataset into 70% training 
data and 30% testing data. The splitting is done randomly. 

3.2 Data Processing 
The data is modeled using K-Nearest Neighbors (KNN) after 
going through the preprocessing phase. The first thing to do is 
to determine the K neighbors value by using k-fold 
cross-validation. The k value in the k-fold used is 10, 10-fold 
cross-validation. The K neighbors value used is 1 ≤ K ≤ 25, 
with the condition that the K neighbors value ≠1 and is odd. 
Calculation of the avarage accuracy using 10-fold 
cross-validation are shown in table 5. 
 

Table 5: Average accuracy results for each K neighbors 
K- 

neighbors 
Average Accuracy 

Original Dataset Clean Dataset 
1 88.20 92.05 
3 90.01 93.52 
5 90.43 93.85 
7 90.67 94.06 
9 90.71 93.96 
11 90.87 94.04 
13 90.80 94.22 
15 90.89 94.25 
17 90.90 94.23 
19 90.97 94.25 
21 91.03 94.30 
23 91.04 94.33 
25 91.06 94.32 

 
According to table 5, the best K neighbors value for the 
original dataset is K=25 with an average accuracy of 91.06%. 
While the best K neighbors value for the clean dataset is K=23 
with an average accuracy of 94.33%. The results of K values 
that have been obtained from each dataset can be used for the 
KNN training model and a comparison of predictive model 
evaluations performed on 30% testing data between KNN 
models with the SOD and PCA and KNN and PCA models. 

3.3 Model Evaluation 
At the model evaluation phase, the researchers checked the 
testing data from the two datasets whose labels were removed 
and then predictions were made by using KNN. Evaluation is 
done by using the confusion matrix method followed by 

accuracy calculation. At this stage, the researchers compared 
the KNN prediction accuracy by using SOD and KNN. The 
results of the accuracy comparison are shown in table 6. 
 

Table 6: Accuracy results on the KNN 

Dataset K 
Neighbors Accuracy 

Original dataset 
(PCA + KNN) 25 91% 

Clean dataset (SOD 
+ PCA + KNN) 23 94% 

 
According to the result on table 6, highest accuracy results 
obtained on the clean dataset using the KNN with the K 
neighbors value = 23 and SOD of 94%, while the accuracy of 
the original dataset that only uses the KNN with the K 
neighbors value = 25 is 91%. It can be concluded that the SOD 
method combined with KNN and PCA as dimensional 
reduction has the highest accuracy and SOD can increase the 
accuracy of KNN in the bank marketing dataset. 

4. CONCLUSION 
Based on the results of the research, the KNN can be used to 
predict marketing bank clients using previous client data. 
From this current research, it is concluded that predictions 
using KNN and SOD generate better accuracy than 
predictions using only KNN and PCA. The SOD can increase 
the accuracy of KNN and PCA as dimensional reduction with 
an accuracy rate of 94% while the prediction models which 
only use KNN and PCA have an accuracy rate of 91%. The 
SOD can increase accuracy by 3% by detecting outliers by 
15% from observation. The detected outlier is removed from 
the dataset. 
For further research, other researchers can use other datasets 
or other methods of outlier detection to improve KNN 
accuracy. In addition to outlier detection, an algorithm or 
other methods such as dimensional reduction and 
normalization of data can be combined. Further researchers 
can also add time computation analysis so that the resulting 
computational time is less than what was obtained in this 
research. The tuning parameters can also be applied to the 
SOD outlier detection method. 
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