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ABSTRACT 
 
The technology of recognition is one that has been developed 
continuously over the years and with its various applications 
in a wide variety of fields opens up massive opportunities to 
bridge the gap between humans and computers. Albeit 
common knowledge that computers are designed to make 
everyday life easier, there is still an indubitable lack of deep 
understanding due to the computer’s lack of knowledge in 
complex emotions present with human beings and this often 
prohibits computers to offer specific help that is suitable for 
its user. Therefore, it’s important to further develop today’s 
technology and one promising way to accomplish this task is 
to utilize Speech Recognition to recognize and classify 
emotions as well. This way, the computer essentially 
understands the user enough to give valuable aid instead of 
just preset actions. Support Vector Machine is one of the 
leading classifying algorithms in today’s time, boasting the 
highest accuracy rate which makes it the most viable option 
for this field of study. 
 
Key words :Speech Recognition, Support Vector Machine, 
Emotions. 
 
1. INTRODUCTION 
 
Artificial Intelligence systems have developed quite 
extensively over the years and it has been one of the 
breakthroughs throughout humanity’s technological 
advancement that were a couple of eras ago, only existed in 
the form of stone axes for cave dwellers. The rapid 
development of our technology has allowed humans to 
increase their dependency on computers to make everyday 
lives easier. This type of serving technology is used for 
countless reasons but one field that is not majorly focused on 
is serving the user’s emotional health. Emotional health is 
characterized as the wellbeing of a person based on the state 
of his/her emotions. Although not majorly focused on, 
emotional health is a serious subject in need of attention.  
 
Speech emotion recognition is one of the fields that AIs are 
currently being used on. Emotions include Anger, Happiness, 
Sadness, Calm, Anger and Disgust. Past research showed that 
fear and disgust have low recognition rates compared to other 
common emotions [1]. Other past studies have been 
conducted to automatically detect the emotion in one’s 

speech. Most of the research focused on the classification’s 
performance however a more efficient speech analysis 
technique has not yet been developed completely [2]. Many of 
this speech emotion recognition features depend on the pitch, 
frequency, time, loudness, etc. One study considers the 
intensity of emotions to quantify emotions [3]. 
 

 
Figure 1: High and Low Intensity Emotions 

 
This field of study is especially significant for people with 
special circumstances and in need of extended help that 
another human may not be able to give constantly. For 
example, a study conducted in 2014 focusing on “alexithymia 
index” in students showed that a significant number of 
students are prone to alexithymia, which is an indicator that 
one has some sort of deficit in their emotional health. [4].  
Another assessment concerning this field done in 2016 shows 
that children exposed to trauma during their childhood 
develop weaker physical, mental, and emotional health [5]. In 
this current era, we’re in, stress and trauma are ever so present 
at all points in human life, in some cases, this is inevitable 
which is why it’s vital for effective external help, help that 
advanced technology will be able to provide.  
 
An umbrella term encompasses this specific field of 
technology, E-Health or electronic health. This serves as a 
general term for electronic tools, systems, and processes used 
in the health department which helps health professionals with 
their work and provides improved productivity and efficiency 
at the same time. A research done in 2019 showed that health 
professionals do support the use of technology in helping 
them with providing care to their patients, however, it should 
not be a complete substitute for a face-to-face session or be 
the sole decision-maker instead of a professional’s autonomy 
over which procedures or medications need to be 
administered to the patient. Professionals also pointed out that 
aside from developing this technology, e-health literacy must 
also be given importance to develop the necessary skillset to 
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use these tools [6]. One method of e-health is using music 
therapy to aid people with selective needs. A research 
conducted in 2019 focused on playing the music of different 
genres to participants and rating their emotional response [7]. 
 

 
Figure 2: Experimentation for the research 

 
This issue has taken the interests of many technological 
researchers and they have been looking into achieving a more 
human-like performance of these AI systems by eliminating 
the evident barrier between humans and computers. 
Performing this requires the computer to perceive human 
emotions and have an adaptive response that would further 
provide the user with a more suitable and interactive 
companion. To address this concern, many studies developed 
embedded systems with various emotion recognition 
algorithms. Most of this research focuses on comparing the 
accuracy rates of multiple algorithms to determine the best 
possible one to use. One of the best possible algorithms is 
Support Vector Machine (SVM), which operates by drawing a 
line to divide the classes it’s trained to classify. 
 
2.  LITERATURE REVIEW 
 
A novel feature selection method for speech emotion 
recognition is a study done by Turgut Özseven [8]. They 
proposed a different method of statistically selecting features 
from a speech that differs from the current one being used in 
such a way that the features selected will be decreased whilst 
still having significant improvement in the accuracy. The 
paper argued that speech emotion analysis requires several 
features and these features aren’t always useful or important 
for the application it’s being used for. Moreover, different 
emotions can affect different features which in turn will 
undermine the accuracy of the system. Their solution to this 
proved to be successful compared to the related research in 
this field. Figure 2 shows a significant reduction in the 
features needed for speech analysis for their proposed method. 
 

 
Figure 3: The decrease in Features Selected 

Classification of silent speech using a support vector machine 
and relevance vector machine is a research done in 2014 by 
Mariko Matsumoto and Junichi Hori [9]. This is a study of 
feasibility for artificial speech using an imaginary voice. This 
is done with a derivative of the support vector machine which 
is the relevance vector machine with a gaussian kernel. Both 
the vector machines performed well but the RVM-G had 
reduced ratio of vectors to training data, this also provided a 
higher accuracy. However, classification accuracies with 
RVM-G proved to be quite weaker than SVM-G when a 
significantly fewer number of training data is available. From 
the results gathered and shown in Figure 3, the RVM-G’s 
performance was better than SVM-G but in other cases, 
SVM-G’s performance is slightly better and there was no 
significant difference between the two. This study is 
especially important because it measures the feasibility of the 
algorithm as well as the accuracy when multiple classes are 
present, which is usually the case for speech emotion 
recognition. 
 

 
Figure 4: Comparison between RVM-G and SVM-G 

 
Bagged support vector machines for emotion recognition 
from the speech is a research done by Anjali Bhavan, Pankaj 
Chauhan, Hitkul, Rajiv Ratn Shah in 2019 [10]. The study 
uses three databases for the research and features extracted 
from these databases are reduced and processed even further. 
With this, they used a bagged ensemble as the basis for 
Ensemble learning, which proved to be better than single 
estimators, and support vector machine with a gaussian kernel 
as the main algorithm. Ensemble learning works by 
combining useful learning methods from multiple models to 
create a newer and more efficient model. From the system 
overview of the research, as shown in Figure 4, one of the 
most important parts of speech emotion recognition are the 
features that are valuable to the analysis. One of the most 
popular ones is the Mel-Frequency Cepstral Coefficients 
(MFCCs) which gave a 91.3% and 95.1% accuracy two out of 
three databases used. All the accuracies are plotted and shown 
in Figure 5. 
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Figure 5: System Overview 

 
 

 
Figure 6: Overall Accuracies 

 
Investigation of the effect of spectrogram images and 
different texture analysis methods on speech emotion 
recognition is another research done by Turgut Özseven in 
2018 [11]. The study focuses on determining the effects of 
different methods of analysis on speech emotion recognition, 
specifically texture analysis. The accuracy of said methods is 
then determined by support vector machines. Figure 6 shows 
the process of feature extraction of the system. In their study, 
much like the previous one, they used MFCCs with other 
formant frequencies. The researchers used SVM which is 
derived from statistical learning theory. SVM is commonly 
used with multiple classes which makes it the best option for 
this kind of study. The kernel used for this study is a linear 
kernel due to the number of features needed. 
 

 
Figure 7: Feature Extraction Process 

 
Boosting the selection of speech-related features to improve 
the performance of multi-class SVMs in emotion detection is 
another study done in 2009 by HalisAtlun and GökhanPola  
[12]. The study focuses on the importance of improving the 
feature selection process rather than the classifier itself. The 
researchers proposed a new method of feature selection by 

combining four existing methods and three classifiers. The 
result of the study showed that prosodic and subband energy 
features are most likely to be extracted by the algorithms. 
Figure 7 shows the performance of Framework 1 which is a 
“one vs set” framework and Framework 2 which is a “one vs 
one” framework. As seen from the result, a one-vs-one 
approach has a much better performance than other multi-task 
classifiers. 
 

 
Figure 8: Framework 1 and Framework 2 Comparison 

 
3.  THEORETICAL CONSIDERATION 
 
The main feature is the Support Vector Machine. SVM is a 
machine learning algorithm that uses structural risk 
minimization. SVM works but mapping an N- dimension 
input into a higher feature space using various kernel 
functions. Afterward, the algorithm will try to find the best 
possible generalization to separate the classes into its 
respective hyperplanes. To train a support vector machine 
algorithm, several methods can be used. One promising way 
is to use a k-nearest neighbor with a gaussian kernel.  A study 
done in 2008 compares various methods such as LS-SVM, 
FLS-SVM, and LS+k-NN-SVM with that of clustered KSVM 
and concluded that the latter had the best accuracy out of all 
the standard methods [13]. Factors such as the size of any 
dataset that may be used or the complexity of the hyperplane 
or hypersurface can alter and increase the number of support 
vectors that will be required. [14]. This is illustrated in Figure 
7 which shows how the required number of support vectors 
changed and the performance concerning that change.  
 

 
Figure 9: Performance of SVM concerning the number of support 

vectors 

SVMs are especially useful with applications that require a 
generalization of training sets, because of this, the likelihood 
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of overfitting is greatly decreased. Another figure that 
illustrates the process of SVM is shown in Figure 8 which 
shows how it maps data into another high-dimensional space 
[15,16,17].  

 

 

Figure 10: Training data mapped into a higher dimension space 
 

Another main topic is the feature selection process for 
multi-class classification. The usual researches aim to 
increase the feature selection algorithms as well as its 
effectiveness. Another goal is to increase the accuracy of the 
classifiers when put through different methods and strategies 
One example study on this is in quadrotor based system 
detection [18]. However, many past studies have been 
conducted, there is still the problem of specifically 
determining the most useful feature in a speech analysis. This 
is severely important as features are much more consequential 
than the classifier itself. Because of this, irrelevant or trivial 
features are more than capable of significantly reducing the 
accuracy of any classifiers. In line with this, reducing the size 
of a feature set, using a fast and efficient classifier and 
understanding the process are the three main objectives in 
feature selection.  

 
4.  DESIGN CONSIDERATION 
 
Feature selection is the most significant part of any speech or 
acoustic analysis. Figure 10 shows a proposed process for 
feature selection that takes into account two possible 
frameworks, one-vs-rest, and one-vs-one. One-vs-rest 
compares one class with the rest of the class while the 
one-vs-one compares each class with each other. The latter 
will need more computational power of course but it has been 
proven to provide better performance than the other 
approaches. After this, the actual feature selection is done, and 
a final set of features will be constructed, and the output will 
be fed through a multi-class classifier. This research can be 
done in a software simulation. It can follow the configurations 

of [19,20] and can use a Control System Feedback 
mechanism. 
 

 
Figure 11: Feature selection process flow 

 
 

5.  CONCLUSION 
 
Speech emotion recognition is a relatively new technology 
that is derived from the existing advancement in emotion 
recognition. With the multiple emotions and classes present, 
as well as many factors to be considered, the support vector 
machine is one of the leading algorithms and classifiers to be 
used in this application. With the complexity of human 
emotions and the features that can be extracted from speech, it 
is important to develop a new speech analysis that is much 
more efficient than the current ones. Additionally, it’s also 
vital to understand that human emotions are extremely 
complex and even though this technology lets us quantify 
these emotions, they are ultimately much more in-depth for 
just one profession, hence the application of technology to this 
study must be done with the input of multiple professionals, 
from engineering to linguists, to psychology professionals. 
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