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 
ABSTRACT 
 
Briefly analyzes the main results of solving problems of 
search and detection of objects of observation in information 
systems. A discrete search zone is introduced. The task is to 
find the optimal Bayes decision rule in the current discrete 
search zone. The Bayesian decision-making rule is clarified 
when jointly optimizing discrete search and detection of 
observation objects. 
 
Key words : information system, joint search and detection of 
objects, discrete search and detection of objects, the time of 
searching and finding objects, Bayes criterion of minimum 
average risk. 
 
1. INTRODUCTION 
 
Today, a whole class of information systems is used to solve 
the problem of searching and detecting objects in conditions 
of limited search potential [1-7]. This article assesses the 
possibility of reducing the requirements for search potential 
due to the joint Bayes optimization of the search and detection 
of objects. 
 
The goal of research is to reduce the time of searching and 
finding objects by optimizing the spatio-temporal distribution 
of the search potential. It takes into account the specifics of 
the operation of the information system in discrete search 
mode. 
 
 

 

1.1 Problem analysis 
 
The tasks of searching and detecting objects in information 
systems are currently being solved independently of each 
other. This applies to both radar [1, 3, 4-8, 10] and 
optoelectronic [2, 9, 11-16] systems. There are optimization 
methods that consider search and detection as a single task 
only in the production plan. Solutions are obtained for the 
individual components of this task. 
 
In [3], the problem of joint search and detection optimization 
was solved as follows. For the case of a continuous a certain 
area of survey  , an improved Bayes rule for deciding on the 
detection of an object is formulated. This rule is as follows. 
When solving the task of testing a simple hypothesis against a 
simple alternative, the joint optimization of the search and 
detection of objects reduces to finding a uniformly optimal 
search strategy, calculating the maximum of the 
unconditional likelihood ratio in the current area of view and 
comparing it with the threshold. 
 
In [17], the results of joint search and detection of objects 
efficiency are briefly analyzed. The weight criterion of an 
optimality of detection in a zone of search elementary cell is 
formulated.  The differential characteristics of Bayes criterion 
of a minimum of average risk are taken into account. The 
weight criterion of  joint optimization of search and detection 
of objects in the current zone of search is specified. 
Expression for the ratio of likelihood in the current zone of 
search is received. 
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Consider the results obtained in [3, 17, 18] for the case of 
solving task of the discrete searching and detecting a 
stationary single object. 
 
 
2. MAIN MATERIAL 
 
Consider the task of joint Bayesian optimization of discrete 
search and detection of objects. For this will use the criterion 
of minimum average risk, namely, the average value of the 
decision-making fee when testing statistical hypotheses. 
 
For further research, divide the area of search   into N  

sub-areas i , such that 
1

N
i

i
   . The average risk in 

sub-area j  is denoted as jR . 

 
Introduce the current area of search  

( )i

i j
j t

t   , 

where j   number of sub-area of search and detection of an 
object at time t . Index j  indicates the serial number of the 
sub-area in which the search and detection of the object at a 
time it .  
 
Set the task of finding the optimal Bayes decision rule in the 
current discrete area of search ( )it . With this formulation 
of the task, an additional optimization parameter appears, 
namely, the current dimensions and position of the discrete 
area ( )it  in the common area  . 
 
Therefore, conditions are created for finding the optimal (by 
the Bayes criterion of minimum average risk) strategy for 
joint search and detection of an object in the search area of a 
discrete structure. A solution to such a problem, both in 
search theory and in detection theory, was previously absent 

 
According to [3, 17, 18], the average risk in the current area 
of search ( )it now can found as: 
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where 1 1( , )j iP t   the current value of the unconditional 

probability of the correct detection of objects in the j -th 
sub-area at a time t ; 
 

0 1( , )j iP t   the current value of the unconditional 

probability of false alarm in the j -th sub-area at a time t . 
 

Assume that 0R  is a non-negative constant for the current 
area of search ( )it  at time t . Write the Bayes rule for 
testing simple hypothesis 0H  against simple alternative 1H  
in the current discrete sub-area ( )it  of area   as follows: 
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Passing to the unconditional likelihood ratio  
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write expression (2) as follows: 
 

                              
1

0

01 00

10 11
,( ) I I
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


                        (3) 

 
Thus, the optimal Bayes rule (3) for testing a simple 
hypothesis against a simple alternative, which was obtained 
on the basis of expressions (1) and (2), is to maximize the 
unconditional likelihood ratio ( )il t  in the current discrete 
area ( )it  and compare it with the threshold (4): 
 

                              01 00

10 11
,b

I Ic
I I





                        (4) 

 
At that, 
 
if ( ) bl t c , then decision 1  is made, that is, the hypothesis 

0H  is rejected; 
 
if ( ) bl t c , then decision 0  is made, that is, hypothesis 0H  
is accepted. 
 
In accordance with (2) optimization should be carried out by: 
 
parameters of conditional probability of correct detection of 

1 1( / , )P H x  in sub-areas j ; 

 
parameters of the current discrete area of search ( )it . 
 
Consider an important special case. Assume that, similarly to 
the Neumann-Pearson criterion, the value of the 
unconditional probability of false alarm in sub-area j  at a 

time t  is fixed at a constant level  0 1( , )j iP t . Then, 
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according to expression (2), finding the maximum of the 
unconditional likelihood ratio reduces to finding the 
maximum of the unconditional probability of the correct 
detection of the object in the current discrete sub-area ( )it . 
 
Thus, to find the optimal Bayes decision rule in the current 
discrete area ( )it  of the common area  , along with the 
solution of the hypothesis testing problem in this area, the 
problem of finding the optimal object search strategy (using 
the Bayes criterion of minimum average risk) must be solved. 
 
Search strategy ( , )j it   is a rule that at any moment of time 

t  establishes in which sub-area j  of the area the search 

should be carried out and with what energy costs. 
 
For further research, introduce the main restrictions on the 
search strategy, which are usually used in search theory. 
Namely, require that search strategy ( , )j it   be T- 

truncated, that is, ( , ) 0j it    for it T  and x . That 

is, the condition of compulsory viewing of area   during the 
search T  must be fulfilled.  
 
It's obvious that: 
 
 
           , 0, ( );j i j it for t             (5a) 

 
          , 0, / ( ).i it for t               (5b) 

 
Assume that the search strategy should be constant for all 
sub-areas that are viewed at a fixed moment of time it . The 
measure of the current area ( )it  consists of the sub-areas 

j  viewed at the moment it . 

 
( ) .i j

j
t                                (6) 

 
In addition to the above properties of the search strategy, 
require that it satisfy the optimality condition. This condition 
is that if each T-truncated strategy ( , )j it   has a functional 

( ( , ))j iР t  , then strategy ( , )opt j it   will be optimal if: 

 
( ( , )) sup ( ( , )),opt j i j iР t Р t           (7) 

 
where ( ( , ))j iР t    unconditional probability of correct 

detection of an object at time it  at strategy ( , )j it  . 

 
Also require that the search strategy be optimal for any 
moment of time T  of the end of the search. That is, at 
whatever moment of time the search would not be interrupted, 

up to this moment of time it should be optimal according to 
the criterion of the maximum unconditional probability of 
correct detection. 
 
From the analysis of the results for the selection of search 
strategies that are studied in the theory of search, of all the 
strategies, the class of uniformly optimal search strategies 
most fully satisfies expressions (5)(7). 
 
Strategy ( , )j it   is uniformly optimal if any T-truncated 

strategy is optimal, i.e. 
 

( ( , )) ( ( , )), .j i opt j i iР t Р t t T           (8) 

 
Thus, when solving the problem of finding, according to the 
Bayes criterion of the minimum of the average risk of the 
search strategy and object detection, the uniformly optimal 
search strategy is optimal. In accordance with which the 
current sizes and position of sub-area ( )it  in the common 
search area   should be selected. 
 
In accordance with expression (2) with a value of the 
unconditional probability of false alarm fixed at a constant 
level, the optimization task is formulated as follows: 
 

1 1( , ) max;iP t   
 

( , ) 0, 0 ;j i it t     

 
                     

0
( )

( , ) , 0 ;
i

j i i
t

t L t


                       (9) 
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i i
t

t L t

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where 1 1( , )iP t   the unconditional probability of detecting 
an object at time it  in the discrete area of search ( )it ; 
 

0L   characterizes the power of a search engine; 
 

( )it   search effort in search area   at time it . 
 
It is rather difficult to obtain a solution to the optimization 
task (9) for the discrete case. Therefore, we reformulate the 
optimization task (9) somewhat and use the well-known 
approach to solve it.  
 
The main variable will be considered as 10 1jP    the 

conditional probability that the object will be detected when 
viewing the sub-area with the number l  of area j . But 
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provided that the object is actually located in area j  and 

has not been previously detected. It is understood that scans 
with numbers 1, 2,..., 1l   of sub-area j  were carried out 

earlier, and not necessarily sequentially, one after another.  
 
Introduce the notation 1lj ljq P  . Let area j  be viewed 

jn  times. Then the conditional probability that an object in 

area j  will be detected when viewed with number l  is 
1

1

l

ij ij
i

P q



 . 

 
If all areas , 1, ,j j N   are viewed, and area j  is 

viewed jn  times, then there is an unconditional probability 

of detecting an object during this sequence of views: 
 

1

1 1 1
,

jn lN

j ij ij
j l i

P P q


  
                                (10) 

 
where jР   a priori probability of the distribution of the 

location of the object in area j . 

 

If condition 
1

N
j j

j
n S C


  is introduced,  

where C   total search potential allocated at time Т ; 
 

 0,1, 2,...jn Z  ; 

 
jS   area of the j -st sub-area of the search area  , 

 
then obtain the following optimization task: 
 

1

1 1 1
max;

jn lN

j ij ij
j l i

P P q


  
    

 

                                   
1

;
N

j j
j

n S C


                              (11) 

 
, 1, .jn Z j N   

 
In the optimization task (11), there are two types of unknown 
quantities: 
 
search efforts expressed in whole numbers 1 2, ,..., kn n n ; 
 
areas 1 2, ,..., N   . 
 

Rewrite the optimization task (11) in the form of a dynamic 
programming task: 
 

1

, 1, 1 1 1

1

(z) max ,

.

j

j

n lN

N j ij ijn j N j l i

N

j j
j

f P P q

where n S z


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

    
  



  



      (12) 

 
Solving (12) using the Bellman optimization theory, obtain 
the optimal number of views of each area. After finding the 
optimal number of views of each area, determine the viewing 
order of these areas.  
 
Аt the same time, set the condition for ensuring the minimum 
time for searching and detecting an object. For this we use the 
relationship: 
 

1

1 1 1 1
1

( / , , ) ( / , , )
,

i

j
l

j

P P H i j P H l j

S

 





      (13) 

 
where 1 1 1 1( / , , ) 1 ( / , , )Р H i j Р H i j   ; 
 

i   number of views of the j -st area, 11, opt
ii u  ; 

 
1,j k , k   total number of areas in the search area . . 

 
Having ordered relations (13) in descending order, it is 
necessary to solve the search and detection task in the same 
order. 
 
Based on the studies performed, the following refined optimal 
Bayes decision rule can be formulated. When solving the task 
of testing a simple hypothesis against a simple alternative, the 
joint optimization of discrete search and object detection is 
reduced to: 
 
finding a uniformly optimal search strategy;  
 
calculating the maximum unconditional likelihood ratio in 
the current discrete area ( )it ; 
 
comparing it with a threshold. 
 
When this rule is fulfilled, the mean time until the object is 
detected can be calculated by (14): 
 

                                   
0

( ) ,
T

mT Q t dt                               (14) 
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where ( )Q t   unconditional probability of non-detection of 
an object.  
 
Taking into account that 1 1( ) 1 ( , )Q t P t   for discrete 
search and detection, write expression (15): 
 
                      1(1 ( )) ,m j j j

j
T P P t t                                (15) 

 
where 1( )jP t   conditional probability of detecting an object 

in a sub-area j ; 

 
jt   the time allotted to view a sub-area j ; 

 
j

j
t T  . 

 
For quantitative estimates, assume that 1( )jP P t , jt t   . 

Consider two special cases: 
I. 1 2 0,5P P  ; 0,5t T   
II. 1 0,7P  ; 2 0,3P  ; 0,5t T  . 

For these cases get: 
I. 0,75mT T ; 
II. 0,71mT T . 

 
Can conclude that with the joint optimization of search and 
detection, a gain in average time is provided before the 
detection of an object 
 
3. CONCLUSION 
 
Thus, the joint optimization of discrete search and detection 
of objects can reduce time and, accordingly, reduce the energy 
cost of detecting objects. 
 
Introduced the current discrete area of view. The task of 
finding the optimal Bayes decision-making rule in the 
introduced current discrete area of view is posed and solved. 
 
The specified Bayes optimal decision rule is formulated. 
When solving the task of testing a simple hypothesis against a 
simple alternative, the joint optimization of discrete search 
and object detection is reduced to: 
 
finding a uniformly optimal strategy for finding an object in 
discrete cells of the search area; 
 
calculating the maximum unconditional likelihood ratio in 
the current group of search subdomains; 
 
comparing it with a threshold. 
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