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ABSTRACT 
 
This paper  is  about differentiating  immature  coffee  beans 
from mature  coffee beans using their  red,  green  and  blue  
color  values,  and  using  these  features as  variables for 
classification using  the feed forward back  propagation 
artificial neural network.  This  paper  is  an extension  of  the  
previous  article  wherein  the  classifier  used  are the 23 
machine  learning  algorithms  of  MATLAB’s Classification  
Learner App. The  same  dataset  was  used from  the  previous  
study  but  the  classifier  was  replaced  by the feed forward 
back  propagation artificial neural network. In  the  previous  
study  the  highest  classification  accuracy  was  achieved  by 
the Quadratic  Support  Vector Machine  with  94 % accuracy  
and  0.62  seconds  training  time. In  this  paper  the feed 
forward  backpropagation artificial neural  network achieved   
95 %   classification accuracy  and   training  time  of  5 
minutes. Comparing  the  two  classifier in  differentiating  
immature coffee beans  from  mature  coffee  beans,  higher 
accuracy was  achieved  by feed forward  backpropagation 
artificial neural  network  but  it  also  required  longer training  
time.  

  

Key words : Immature coffee beans; Mature coffee  beans; ; 
RGB values;  Feed  Forward Back Propagation Artificial  
Neural  Network. 
 
1. INTRODUCTION 
 
Immature  coffee  beans can be  differentiated  from mature 
coffee beans in  terms  of  their  red, green  and  blue  color  
values extracted  thru  image  processing as  established  by  
the  previous  article. In  that paper, the best  classifier   is  the 
Quadratic  Support  Vector Machine  with  94 % accuracy  and  
0.62  seconds  training  time.  The  authors  were  curious if  
these  results  can be  bested by  artificial  neural  network 
(ANN)  or  that the data mining  algorithms  are   still  better  
classifiers. The  research  question being  answered  in  this 
paper is “Which one will  yield best  result ,  the previous  

 
 

study  which   integrated  image  processing with data mining  
algorithms  or  the  present study which  combined  image  
processing with artificial  neural  network.   
 
 Image  processing  is  the method of using different 
manipulation techniques and  algorithms  so  that  a  desired 
features  can  be  extracted   such  as  morphology, color  and  
texture[1] from  an  image. A  number  of  studies  have  
extracted the  features  such  as morphology [2-13], color 
[14–18]  and  texture [19] and used  the   values for  
classification. Using  image  processing ,  the  values  
extracted  from  the image’s  features  signifies characteristics  
existent  only  on  a  particular  class and  different  from other  
classes.   
 
 Feature values  between  classes  are  mostly  overlapping  
and  to distinguish  and  establish  the  differences  between  
classes  a  classifier  is  needed. There  are  a  number  of  
classifiers  that  are  already  formulated  and  their  
application  and  performances  depends  on  a  particular  
application.  It cannot  be  generalized  that  if  this  classifier  
is  best  in  classifying  coffee bean  species ,  it  will  also  be  
the best  in classifying  different  classes  of  other  agricultural  
crops.  There  are  two  main classifiers  in  which  their  
performances  are  most  of the  times  being  compared. The  
two  major  groups of  classifiers  are  the  data mining  
algorithms  and  the artificial  neural network. The main  
difference between  the  two groups  is  that  training  and  
testing  are  combine in  data mining algorithms using  a 
single continuous  dataset, while  in artificial neural  network,  
from  a  single  continuous  data  it  is  further  divided  into  
two, one  is  the  training data  and  the  other  is  the  test  data. 
Data  mining algorithms  are  mathematical  in  approach  
while artificial neural network  mimics  how  a  human  brain  
works in  differentiating classes,  it  must  be  trained  first, 
meaning the  neurons  must  identify  first that  this  value  is  
from this  class  and  that  values  belongs  to the  other  class. 
After  the  training process ,  the  model was  created,  and  this  
model is  tested  whether  it  can achieved  high  accuracy  in  
classification.  If  the model has  low  accuracy it  can be 
trained  again until  a  high  accuracy is  achieve. The  rule  of  
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thumb  in  ANN is  the  longer  the  training time  , the  higher 
the  classification accuracy  in  testing. 
 
 In the  following  papers [20] and [21]  both approaches  were 
compared in  classification  of  coffee  bean  species using the  
same dataset. In [20]  the  ANN  was  used  as  classifier  while  
in  [21] the  data  mining algorithms were  used. It was  found  
out  that ANN   has  an  accuracy  of 96.66 %   while  94.1 %   
was  achieved  by Coarse Tree  Algorithm , a  data  mining  
algorithm.  Another  study [22] was  done  to  fit  ANN  vs data 
mining  algorithm  in  classification  of  civet  coffee  from   
non-civet  coffee  wherein  features  are  not  extracted  by  
image  processing  but by near infrared spectroscopy. In  [22],  
ANN  achieved 94 to  100 %  accuracy  while Fine  Gaussian 
Support  Vector  Machine,  another  data  mining algorithm  
achieved  only 86.5 %  accuracy.  
 
  2. METHODOLOGY 
 
  This  paper  is  the  continuation  of  the  previous  paper  of  
the  authors wherein  immature  coffee  beans  was 
differentiated  from  mature coffee beans  using  image  
processing  for  feature  extraction  and data mining  
algorithms for  classification.  The  image  processing  part  
was  not  repeated in  this  paper  instead  the  classifier  was 
replaced  with  artificial  neural  network. The  data  set  from 
the  previous  work  of  the  authors  were utilized. There  are 
100 mature  coffee  beans and 100 immature  coffee  beans  
used  in  the  original  dataset. In this paper ,  the  dataset  was  
divided  into  two  groups.  For  mature  coffee  beans ,  80  
samples were  allocated  as  training  data  and the remaining 
20  samples  were set  aside   as  test  data.  The  test  data  were  
randomly  selected  from  the  original  total of  100  samples, 
thus  making  80 training  samples  and  20 test  samples. The  
same  was  done  for immature  coffee beans  samples.  Using 
MS Excel the  training  samples  were  composed  of  80 
mature coffee beans and 80 immature coffee beans.  The  first  
column  is  the red  values,  the second  column  is  for  green 
and  the third  column is  for  blue. The  fourth  column  is the 
output or classes indicator. The  value  “1”  signifies  the 
mature coffee  and  “2”  for  immature coffee beans. This  
means  that for the  first  80 rows the  fourth  column has  “1”  
values  and  for  rows  number 81  to 160  the  fourth column  
has a  values  of  “2” .  

 The  dataset  was  inputted  to  the MATLAB  workspace. 
The  three  variables  used are  input, output for training  data  
and  test   for test data   The input  is  the  RGB values or  the 
three columns of  training  data.  The  input  is  composed  of  
80 mature  coffee  beans  and  80 immature  coffee  beans.  The  
output  is  the  fourth column,   composed  of 80 rows  of “1”  
and  80 rows  of  “2”.  The  test  data  is composed  of  20  rows  
of  RGB  values  of  mature coffee beans  and  20  rows of  RGB  
values of immature coffee beans.  

 After  the  variables  were  inputted  to  the  MATLAB’s  
workspace  the  “nntool” was called  in  the  workspace , so 
that  operations  can transfer  to  the  neural  network toolbox  
of  MATLAB.   

3.  RESULTS  AND  DISCUSSION 

The  original  data  set   has  been used  in this study and  
values  for  RGB  is  shown  in Table 1. There is  overlapping  
in the  RGB  values  of  mature  and  immature  coffee  beans.  
Mature  coffee  bean’s  RGB values  occupied the  lower  
range.  

Table 1: RGB Range  of  Values  for Mature and  Immature Coffee  
Beans 

Figure 1  show the  neural network  tool  used  in  this  study 

 

 
 

Figure 1:  Feed Forward Back Propagation Artificial  Neural 
Network. Used.  
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Figure 2:  Result  of  the  Training  Process 

 

Figure 3:  Result  of  the  Testing  Process 
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In  Figure  1 there  are  three  input  variables. These  are  
the  red, green  and  blue  values  of mature  and  immature 
coffee beans. There  are 10 hidden layer  and  1 output  layer.  
The  output  is  either  1  or  2,  representing  mature  and  
immature  coffee  beans.  The  training samples  were  
subjected  to  the  developed  neural  network  tool .  The 
training process  is  to  instruct  the  neural network , which 
features  belong  to  a  particular class.  In  data mining  
algorithms  the   training and  testing processes  are combined. 
In  ANN the  user  needs  to  train the  network  first , then 
comes  testing. In  this  study,  the training  process  was  done  
until  a desired validation  percentage  was  achieved  as  
shown  in  Figure  2. 

The ANN  network  can be trained  according  to  the  
desired  level  of  accuracy  that  the  user desires. The  training  
time can  be  as  little  as  a few  minutes  or  as  lengthy  in 
terms  of  hours, days,  weeks or  even months.  The  longer  
the  training time  yields  better  classification  accuracy.  For  
this  study  the  training  of  10  times for the ANN  network  
takes  about  five minutes , but  it can be  extended. The  
authors are  satisfied  with overall  R=  0.91866  which  is  the  
average  classification accuracy  for  the network.  After  
achieving  the  desired  overall  R, the  network was  imported  
back   to  the  workspace ,  to evaluate  if  it  can  differentiate  
mature  from  immature  coffee  beans.  Test data  is  composed  
of  20  mature  coffee  bean samples  and 20 immature coffee  
bean  samples. The  developed  ANN  model  ideally should  
classify   twenty  1’s and  twenty  2’s. The  result  of  
classification  is  shown in  Figure  3. 

It  can be  seen in  Figure  3  that columns  1 to  18  have 
been  classified  as  1  or mature  coffee  beans,  which are  
correct classification  while columns  19 and  20  have   values  
of  1.9998 and  1.9996 , which means  it is ‘2’  or the  two  
beans  have been classified  as immature  beans. There  are  18  
out of  20  correct  classification for mature  coffee beans.  For 
columns  21  to  40 , all  were classified  as 2  or immature  
coffee beans. There  are  20 out of  20 correct classification  or 
100 %  classification  accuracy for immature  coffee  beans.  
Overall  the  classification accuracy  is 38  out  of  40  or 95 % 
classification  accuracy.  

The comparison of results  of this  study and the  previous 
study  is  shown  in  Table 2. 

Table 2:  This Study  Vs. Previous  Study 

                                                                                             

Table 2 shows  that there  is  an increase  in accuracy in this  
study  which has  a value of  95% accuracy as  compared  to  
the  previous study  with  94 %  accuracy.  However  the  
training time  of  Quadratic Support  Vector  Machine  is  
faster which  is 0.62  seconds  as  compared to the  training  
time  of the  feed  forward back  propagation artificial neural 
network which  is  300  seconds or 5 minutes. The  accuracy  
of  this  study  can  further be  increase  if  the training time is  
longer.                                                                              

4.  CONCLUSION 

The answer  to  the  research  question which  classifier  is 
the better  classifier  paper  in discriminating  immature  
coffee beans from  mature  coffee  beans  has  been answered  
in  thid study. It  can be  concluded  that artificial  neural  
network is  better  in  classifying immature  coffee beans  and  
mature coffee beans. The  feed forward back propagation  
ANN  has  higher  accuracy  but  longer  training time  than 
Quadratic Support Vector  Machine.  
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