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 
ABSTRACT 
 
The weighted criterion of optimality of object detection 
during joint optimization of search and detection in the 
current area of view is specified taking into account the 
differential characteristics of the average risk. An expression 
is obtained for the likelihood ratio in the current area of view. 
An example of calculating the weight coefficient when 
making two-alternative decisions is presented. 
 
Key words : Technical system, joint search and detection of 
objects, criterion of maximum likelihood, Bayes criterion of 
minimum average risk, two-alternative decisions. 
 
1. INTRODUCTION 
 
It is known [1-4] that when solving the task of joint search 
and detection of objects in technical systems, it is very 
important to synthesize the decisive rules for joint 
optimization of search and detection of objects. As an 
optimization criterion, as a rule, a Bayes criterion of 
minimum average risk is selected. Such a criterion is widely 
used in signal detection theory and has proven itself in 
practice. 
 
To optimize the decision rule in detection systems, along with 
the Bayes criterion of minimum average risk, the maximum 
likelihood criterion is widely used [2, 5, 6]. Consider the 
features of using the maximum likelihood criterion for joint 
search and detection optimization in technical systems. 
 

 

 
1.1 Problem analysis 
 
In the problem of joint optimization of the search and 
detection of objects the ultimate is the task of detection [2, 
7-10]. And the decision about object detection should be made 
based on the results of the analysis of signals that are received 
from the object of surveillance [2, 11-14]. 
 
The known results of solving optimization problems of object 
detection are reduced to the classical procedure for comparing 
the conditional likelihood ratio with a threshold [1-2, 15-16]. 
The achievements of the search theory are not taken into 
account. But a priori information about the location of the 
object in the search area is characterized by an integral 
indicator. The probability of the presence or absence of an 
object in the entire search area as a whole is considered as an 
integral indicator [2, 17]. 
 
Optimization methods, which are given in [2], consider 
search and detection as a single task only in the production 
plan. Solutions are obtained for the individual components of 
the task. 
 
2. MAIN MATERIAL 
 
A characteristic feature of solving the tasks of searching and 
detecting objects for a whole class of information systems is to 
take into account the probability of finding an object in the 
search area. 
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With this in mind, the following expressions (1)–(3) can be 
written: 
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where ( )u x   a priori probability density of the location of an 
object in a given search area   by space coordinates x ; 
 

( )u x   a priori probability density of the absence of an object 
in a given search area   by space coordinates x ; 
 

( ) t   current area of view that meets the conditions 
( ) t  for ;t T  

where T   time of view of a given search area  (Figure 1); 
 

1P   a priori probability of the presence of an object in the 
current area of view ( ) t . 

 

Ω 
 

Ω(t) 
 

 
Figure 1: The ratio of the current viewing area ( ) t  and the 

search area   
 
It is taken into account that the dimensions of the area of view 
are selectable so that the probability of the presence of an 
object of observation in it is equal to 1. 
 
Define the task of finding the optimal Bayes criterion for joint 
search and detection of objects in the current area of view 

( ) t . It is necessary to consider the expressions (1)–(3). 
 
As a criterion for the effectiveness of decision making choose 
the Bayes criterion for the minimum average risk. The 
average risk value can be found as (4): 
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To solve this task, the weight criterion is specified in the joint 
search and detection of objects in the current viewing area. 
And according to the selected criterion, two-alternative 
solutions are optimized. 
 
Performing calculations taking into account expressions 
(1)–(3), obtain the following expression (4) for finding the 
optimal decision rule ˆ( )A y . This expression (4) provides a 
minimum of average risk when deciding whether to detect an 
object in the current area of view ( ) t of the search area  : 
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where 1

0

( / )
( , )

( / )


W y H
l y t

W y H
  the conditional likelihood ratio, 

which characterizes the plausibility of hypotheses about the 
presence 1H  and absence 0H of a signal from an object at the 
time t  when receiving an implementation Y ; 
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0
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I
l

I
  some weighting factor; 

 
01 10,I I   elements of the loss matrix for incorrect decisions; 

 
ˆ( )A y   functional of accepted implementation ( )y t . 

 

An additional factor ( )
( )

u x
u x

 was introduced in the expression 

(5). Denote it as ak   weight of a priori data. 
 
Analyze the expression (5). Since the probability density 

0( / )W y H  and the probability density of the absence of an 
object in the area ( ) t  of the search area   ( )u x  are 
non-negative, the largest value of the weighted difference is 

achieved at the highest product values 0
( )ˆ( )( ( , ) )
( )




u xA y l y t l
u x

 

for each possible value ( )y t . 
 
The values of the multiplications for possible values ˆ( ) 1A y  

and ˆ( ) 0A y  are 0
( )( , ) 0
( )

 


u xl y t l
u x

 and 0 , respectively. 
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If 0
( )( , )
( )




u xl y t l
u x

, then the value 0
( )( , )
( )




u xl y t l
u x

 is large, 

which is achieved with solution ˆ( ) 1A y , which is preferable 
in this case. 
 

If 0
( )( , )
( )




u xl y t l
u x

, then the choice of solution ˆ( )A y  is not 

real. 
 
Then the optimality condition for a two-alternative hypothesis 
test in the current area ( ) t  of the search area   takes the 
following form (6): 
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Thus, in order to make an optimal decision in the current area 
of view ( ) t  at the time t  after receiving the 
multi-dimensional implementation Y , it is necessary to 
calculate the conditional likelihood ratio ( , )l y t  and the 

weighting factor ( )
( )

u x
u x

. 

 

Weighted conditional likelihood ratio ( )( , )
( )

u xl y t
u x

 compared 

with threshold level 0l . 
 
If weighted conditional likelihood ratio is below the threshold 

0l , then hypothesis 0H  is accepted. If above the threshold 

0l , then hypothesis 1H  is accepted. 
 
Such a solution provides at time t  a minimum of average risk 
(4) and a maximum of a difference weight criterion (5). 
 

Consider the weighting factor ( )
( )

u x
u x

 in more detail. From the 

expression (1) obtain the expression (7): 
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Taking into account the need to fulfill (7) for any moment in 
time 0 t T   and expressions (1) and (2), equate the 
integrands in (7): 
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From the expression (8) have the expression (9): 
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Introduce the notation 

( )
( ( )) ( )

t
P t u x dx



     the 
probability of finding an object in the current viewing area 

( ) t  at a time t . 
 
From expression (1) taking into account expressions (2) and 
(3), obtain the following expression for the weight factor (10): 
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Taking into account (10) the expression of the optimization 
condition for a two-alternative hypothesis test in the current 
search area ( ) t  of the search area   takes the following 
expression (11): 
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Thus, in order to make an optimal decision in the current area 
of view ( ) t  at a time t  after receiving a multidimensional 
implementation Y , the conditional likelihood ratio ( , )l y t  

and weighting factor ( ( ))
1 ( ( ))


 
P t

P t
should be calculated. 

 

Weighted conditional likelihood ratio ( ( ))( , )
1 ( ( ))


 
P tl y t

P t
 

compared with threshold level 0l . If it is below the threshold, 
then hypothesis 0H  is accepted; otherwise, hypothesis 1H  is 
accepted. Such a solution provides at time t  a minimum of 
average risk (4) and a maximum of a difference weight 
criterion (5). 
 
As an example, consider the dependence of the weight factor 
(10) on probability ( ( ))P t . A graph of this dependence is 
presented in the Figures 1–3. 
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Figure 2 shows the dependence of the weight of a priori data 
on the probability of finding an object in the current area of 
view ( ( ))P t . 
 

0 0.2 0.4 0.6 0.8 1
0

20

40

60

80

100
))t((P1

))t((P




))t((P 

 
 

 
Figure 2: Dependence of the weight of a priori data on the value 

( ( ))P t  
 
The graph shows a sharp increase in the weight of a priori 
data when the probability ( ( ))P t  approaches one. 
 
Figures 3–4 show a more detailed dependence of the weight 
of a priori data within different limits of the numerical range 
of probability changes ( ( ))P t . 
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Figure 3: Dependence of the weight of a priori data on the value 

( ( ))P t  
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Figure 4: Dependence of the weight of a priori data on the value 

( ( ))P t  
 
A characteristic feature of the weight of a priori data: 
 
at a priori probability ( ( )) 1P t   weight of a priori data 

( ( ))
1 ( ( ))a

P tk
P t


 
 

; 

 
at ( ( )) 0P t   – 1ak  . 
 
When ( ( )) 0,5P t   and 1ak  , the decisive rule in the 
joint optimization of the search and detection goes into the 
well-known rule in detection objects. 
 
3. CONCLUSION 
 
Thus, the weight criterion is clarified in the joint search and 
detection of objects in the current area of view. Оptimized 
two-alternative solutions according to this criterion. 
Synthesis of the decision rule was carried out during a 
two-alternative test of hypotheses in the current area and joint 
optimization of the search and detection of objects by the 
criterion of maximum likelihood. 
 
In further research, it is necessary: 
 
to obtain expressions for the object search strategy; 
 
to define a class of search strategies; 
 
to develop practical recommendations for calculating the 
weight coefficient, depending on the nature of the tasks to be 
solved and the features of technical systems for various 
purposes. 
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