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ABSTRACT 
 
The aim of this study is to explore the potential of the 
markerless-based gait features using both unsupervised and 
supervised algorithms namely the Principal Component 
Analysis (PCA) and Linear Discriminant Analysis (LDA) as 
feature extraction techniques. Firstly, a depth camera that 
created the three-dimensional (3D) skeleton image of the 
subject upon detection of movements by the motion sensor is 
used as data acquisition device in acquiring the walking gait 
of  30 TD and 23 ASD group. Next, the extracted gait features 
are translated into two categories named as Direct Joint 
Feature (DIR) and Reference Joint Feature (REF) features. To 
evaluate the effectiveness of PCA and LDA as feature 
extraction, Support Vector Machine (SVM), Naïve Bayes 
Classifier (NBC) and Artificial Neural Network (ANN) are 
chosen as classifiers. Overall results showed that LDA is the 
most suitable feature extraction with accuracy of 99.33% 
using NBC as classifier with the DIR feature dataset as inputs. 
 
Key words: Artificial Neural Network, Linear Discriminant 
Analysis, markerless-based gait technique, Naïve Bayesian, 
Principal Component Analysis, Support Vector Machine.  
 
1. INTRODUCTION 
 
Autism Spectrum Disorder (ASD) is a development disorders 
that can be characterized by difficulties in learning process, 
communication and social skill [1]. The symptoms are 
typically recognized in early childhood, for instance as early 
as two years [2] & [3] and can be associated with 
developmental deficit. There are several methods use for 
screening ASD for instance via questionnaires that will 
normally assess parents or guardian reports. In addition, tools 
such as Childhood Autism Rating Scale (CARS), Gilliam 
Autism Rating Scale (GARS) and to name a few as mentioned 
in [4] are also used to diagnose ASD. This lifelong condition 
has no known cure [5], however this condition can be reduced 
and improved through therapies and treatments. Moreover, 
according to the Diagnostic and Statistical Manual of mental 
disorders (DSM-5), the existence of motor deficits that 

 
 

include abnormal gait, clumsiness and irregular motor signs 
are additional characteristics that support the diagnosis of 
ASD [1]. On that note, abnormal gait can be defined as 
existence of deviation from the normal walking gait. Since 
gait analysis can provide the details about the quantitative 
measurements of locomotion and movement, therefore 
deviations in motion can be used as one of the methods in 
analyzing pathological gait versus normal gait. 
 
On the other hand, gait analysis and measurement is crucial in 
clinical applications, biomechanical analysis, computer 
graphics, and human identification. At present, most available 
measurement techniques for the ASD children are based on 
external markers or sensors that are attached to significant 
anatomical positions of the human body [6], [7] [8], [9], [10], 
[11] & [12]. With marker and sensor techniques, gait 
measurement can provide precise motion information 
however, such techniques required intrusive specialized 
hardware and subject’s contact. Throughout extensive 
searching in ASD gait classification and to the extent of our 
knowledge, only J. A. Vilensky et al. [13] used 
markerless-based technique to assess gait disturbance 
specifically related to ASD children. Hence, more study can 
be conducted to explore markerless techniques that will 
require less experimental protocol and ease of usage during 
experimental purpose so that it can be further used outside  the 
laboratory environment specifically a new markerless method 
without having to use markers to be attached to the body that 
could lead to participants’ maladjustment and anxiety [11]. 
 
Meanwhile, combination of several gait features were proven 
to be able to increase accuracy in classifying the autism 
walking gait pattern as reported in  [8], [14] & [15]. However, 
redundancy of information may contribute to inefficient 
machine learning process since the purpose of classification is 
to identify the most significant features prior to detection of 
gait pattern. Conversely, from previous researches, PCA was 
used to transform the waveform data into the respective PCs 
for the assessment of both magnitude and pattern differences 
across one gait cycle [16] and as reported  in [17], PCA was 
used as feature selection. As discussed in [18], due to the 
high-dimensionality data, PCA is applied to the original raw 
data that resulted  98% PCs to be retained from the overall 
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data and further acted as inputs to classifiers. Meanwhile in a 
model-free gait recognition, PCA and LDA is once again 
applied as feature extraction to the gait energy image (GEI) in 
extracting the main feature vectors of the gait [19].  Similarly, 
in gait kinematics classification, LDA is employed to improve 
the accuracy of recognition by projecting the data in the 
direction that reduced the intra-class variance whilst increased 
the inter-class variance [20]. 
 
Conversely, to evaluate the ability of PCA and LDA as feature 
extraction in classifying the gait feature between both ASD 
and TD children, the use of machine learning were 
implemented. As we know, machine learning algorithms is 
used for computational methods in learning the information 
directly from the data without relying on a predetermined 
equation and adaptively improve its performance as the 
number of data available during the learning process 
increased. Some well-known classifiers namely artificial 
neural network (ANN), support vector machine (SVM) and 
Naïve Bayes (NB) are employed for recognition and 
classification of broad areas in pathological gait such as in 
Parkinson’s disease [21] & [22], stroke patients [23], cerebral 
palsy [24], age-dependent gait [25] & [26], persons with gait 
disorders [18] & [27] as well as for recognition-based studies 
such as posture [28], walking [29] and fall detection [30]. 
 
On that note and based on the above research gap, this study 
deems further to propose a new approach for anomaly gait 
detection by classifying the walking gait in ASD children 
based on markerless-based approach with the depth camera 
and motion sensor as data acquisition device. Next, PCA and 
LDA will be evaluated as features extraction in identifying 
significant gait features. This study will mainly focus on 
extraction of potential gait features as well as optimization of 
classifier parameters during classification using three 
classifiers namely AAN, SVM and Naïve Bayes. 
 
2. METHODOLOGY 
 
This section elaborated in detail the method used. Figure 1 
showed the overall process methodology in this study. The 
method can be divided into four sections specifically data 
acquisition, data pre-processing followed by feature 
extraction and finally gait classification. 
 
 
2.1 Data Acquisition 
 
In this study, data acquisition consists of 30 typically healthy 
children (TD) and 23 autistic children (ASD) with their ages 
ranging between 5 to 12 years old. Data acquisition 
experimental set-up is conducted in the Human Motion and 
Gait Analysis (HMGA) Premier Laboratory of Universiti 
Teknologi MARA (UiTM), Shah Alam, Selangor. Prior to 
this study, parents were given an information sheet that needs 
to be completed in the Consent Form based on 
recommendation and approval by UiTM Shah Alam Ethics 
Committee. 

 
During data acquisition and experimental set-up, a depth 
camera is used as a motion sensing input device for the 
proposed markerless-based gait technique. This sensor 
provides the coordination of 20 primary body points as shown 
in Figure 2. The sensor is placed on a stand located 0.5 meter 
height from the floor and facing the subjects’ walking 
direction. In addition, subjects can perform several walking 
trials for them to be comfortable and familiar with the 
experimental environment prior to data acquisition process. 
For the walking task, subjects are advised to walk freely bare 
footed with their comfortable speed to keep the nature in their 
walking behavior and without any assistant or walking aid. 
During experimental of data acquisition, the walking session 
is carried out few times and for each subject, at least ten 
successful walking trials are captured. As for the ASD group, 
as agreed by subjects and guardians, data collection for ASD 
children are acquired more than ten walking trials in ensuring 
optimum walking trials of ASD group are well captured. 
  
  

1 – hip center 
2 – spine  
3 – shoulder 

center 
4 – head  
5 – shoulder left 
6 – elbow left 
7 – wrist left 
8 – hand left 
9 – shoulder right 
10 – elbow right 

 
11 – wrist right 
12 – hand right 
13 – hip left 
14 – knee left 
15 – ankle left 
16 – foot left 
17 – hip right 
18 – knee right 
19 – ankle right 
20 – foot right 

 

 
2.2 Data Pre-processing 
 
As for data pre-processing, firstly an empty frame from each 
trial was removed. Next, a customized function is used to 
detect and compute the gait cycle based on the distance 
between the left and right ankle [29], [31]. Further, the gait 
cycle is assessed using three consecutive local maxima of the 
calculated distance [32]. In this study, only one gait cycle is 
extracted from each trial. Due to variations of walking speeds 
among subjects, the number of extracted frames varies for 

Data Acquisition 
(30 TD & 23 ASD) 

Pre-processing 
- Gait cycle detection  
- Frames 

normalization 

Feature Extraction 
(PCA & LDA) 

Gait Classification  
Yes (Normal)/ No (ASD) 

Figure 1: Overall Process Methodology 

Figure 2: Twenty Skeleton Joint Point 
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each trial per subject.  Also, in order to standardize the 
number of frames, the extracted walking trials are normalized 
using interpolation technique to disentangle the inconsistency 
that was based on 30 frames [33], [34]. Figure 3a showed the 
plot of the customized function for calculating the gait cycle, 
which is the distance from left to right ankles. The red dashed 
line represented one gait cycle namely three consecutive local 
maxima. Meanwhile, Figure 3b depicted plots of frames 
before and after synchronization process that is fixed at 30 
frames for each subject.  
 

 
 
As mentioned earlier, the proposed markerless-based skeletal 
data is obtained using depth camera and motion sensor device. 
Recall that this sensor generated the 20 body points at x, y, 
and z coordinate or also known as the three dimensional (3D) 
data from the sensor position. As a result, a dataset with 60 
attributes is derived from the 20 body points for each subject. 
The total gait features for each subject can be detailed as 
below: 

 20 skeletal points is multiplied by 3 xyz coordinates = 
60 features; 

 Next, 60 features is multiplied by 30 frames = 1800 gait 
features for each subject; 

 
Further, for both TD and ASD group, the total features 
comprised of 1800 gait features and since each group has 300 
walking trials, therefore the dimension of the extracted 
features for each group are 1800 by 300. As depicted in Figure 
4, this set of joint features is labeled and named as Direct Joint 
Feature (DIR) that can be defined as the features extracted by 
selecting all joints points in x, y, z, coordinate. Next is the 
Reference Joint Feature (REF) and these features are obtained 
from the calculated distance between the reference joint 
which is the hip centre joint at point 1 to another body points 
specifically point 5 to point 20. Hence, REF comprised of 480 
feature size by 300 walking trials too. Further, both DIR and 
REF datasets will undergo feature extraction process. 
 

  
 

2.3 Feature Extraction 
 
Recall that PCA and LDA are used as feature extraction in this 
study in extracting the significant gait features from the high 
dimensionality data. By applying these techniques, the 
original high dimensional gait features will be reduced with 
only the significant features to be used as inputs during 
classification. Next, the DIR and REF features sets are further 
optimized using PCA and LDA.  
 

A. Principal Component Analysis (PCA) 
PCA is a data representation method that can transform data 
into a new data space called principal components (PCs). This 
is achieved by calculating the eigenvalue or the singular value 
decomposition (SVD) of a data matrix [35]. The new set of 
dimensions or PCs are orthogonal in each other and ranked 
according to the variance of the data along them where the PC 
that has the largest variance occurs first. In this PCA 
implementation, three criteria are used to determine the 
significant PC(s). The PC is chosen based on the 
eigenvalue-one criteria (EOC), the cumulative percent of 
variance (CPV) and the scree plot method.                                                          
Note that: 

   1) DIR                                          2) REF 
Figure 4: Illustration of DIR and REF Dataset 
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Figure 3: (a) Gait cycle detection using left and right ankle 
distance followed by three consecutive local maxima of 

the calculated distance; (b) Results of frame normalization 
based on 30 frames. 
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 the EOC preserves components that owned eigenvalue 
equal or greater than unity (1); 

 the CPV is based on PCs being employed as the 
components to obtain cumulative PV for at least 95%. 

 the scree plot is the representation of eigenvalues versus 
each component (PC). In the scree plot, PCs with large gap 
are retained and components with small gap are eliminated. 

 

B. Linear Discriminant Analysis (LDA) 
Next, LDA is evaluated as feature extraction in reducing the 
number of dimensions of original data of                                    
p-dimensional sample onto a smaller subspace. Unlike PCA, 
LDA attempts to find the feature subspace that enhances class 
separability (maximize class discrimination) and to serve this 
purpose it requires the class labels. Thus, by calculating the 
scatter matrices within the class (SW) and between the classes 
(SB), the generalized eigenvalues of the scatter matrices are 
computed. Further, to determine the linear discriminants for 
the new feature subspace, the eigenvectors are sorted in 
decreasing format. Here, the variance is calculated as the 
percentage of maximum discrimination since the linear 
combination required the largest mean difference between 
classes. Therefore, larger variance is expected to provide 
better separation, which implies the gap between the classes is 
high. 
 
2.4 Gait Classifier 
 
As stated earlier, the purpose of this study is to evaluate and 
validate the effectiveness of PCA and LDA as feature 
extraction. Thus, to estimate the generalization error of each 
classifier, the training data set is resampled using 10-fold 
cross-validation method. The effectiveness of both feature 
extraction is evaluated using three classifiers namely ANN, 
SVM and NB classifiers. Meanwhile for the output, each 
classifier is set as ‘0’ for ASD and ‘1’ for normal group. 
 

A. Artificial Neural Network (ANN) 
In this study, ANN is chosen as one of the classifiers. The 
architecture used consists of three layers that are the input 
layer, hidden layer and output layer. Next, multilayer 
perceptron (MLP) that utilized supervised learning technique 
called back propagation is chosen. The signals propagate 
forward from input to output. The inputs receive the signal 
and distribute it to every node in the hidden layer [14], [20] & 
[22]. Every node in the hidden layer triggers, transform and 
pass the data to the output layer. Weights are defined for each 
connection through initialization function. A training error is 
calculated using the difference of the target response and the 
actual response. This error is fed back to the network and the 
network iteratively adjusts the different parameters of the 
network using learning algorithm until the desired output is 
acceptable. The process is repeated until it reaches the desired 
output. In this study, weights are adjusted by employing the 
Scaled Gradient Conjugate training algorithm. The 
tan-sigmod (tansig) transfer function is applied at the hidden 
and output layer. The optimize architecture of ANN is found 

to be at hidden neurons in hidden layer evaluated from 1 to 
100 with increment of 10. 
 

B. Support Vector Machine (SVM) 
The second classifier to be evaluated is the SVM that 
classifies data by finding the best hyperplane. The hyperplane 
is the plane that separates all data points of one class from the 
other class. The best hyperplane for SVM is one with the 
largest margin between the two classes [36]. In this study, 
three types of kernel functions namely linear, radial basis 
function (RBF) and polynomial are used with the optimization 
of the regularization parameter; C is set to 0.001, 0.01, 0.1, 1, 
10, 100 and 1000 for each kernel. Meanwhile for SVM with 
polynomial kernel, an additional parameter is tested with three 
different degree of polynomial, dp where dp is set to 2, 3 and 
4. For SVM with RBF kernel, the parameter tested is the value 
of gamma (γ) set as 0.1, 1 and 10. Table 1 tabulated the kernel 
functions for the SVM classifier that is used to compute the 
element of xj and xk in V(xj,xk) where j and k is the observations 
in predictor data, x. 
 

Table 1: SVM Kernel Functions and Its Mathematical Equation 

Kernel 
function 

Mathematical formula 

Linear  V(xj,xk) = xj’ xk 
RBF V(xj,xk) = exp (-‖ xj - xk ‖²) 
Polynomial  V(xj,xk) = (1 + xj’ xk)dp 

where dp is the polynomial order. 
 

C. Naïve Bayes (NB) Classifier 
 
Naive Bayes (NB) is a classification algorithm that assumes 
the presence of a feature in a class is unrelated to the presence 
of any other feature. NB classifies new data based on the 
highest probability of its belonging to a particular class 
P(X│Y), given the densities, P of the predictors, X  within each 
class, Y [37]. In this study, two types of probability 
distribution are used that is normal or Gaussian distribution 
and kernel density estimation. In normal distribution, the 
distribution is suitable for predictors that have normal 
distributions in each class. Meanwhile for kernel distribution, 
it is suitable to be used for predictors with continuous 
distribution. 
 
3.  RESULTS AND DISCUSSION 
 
This section will discuss the results attained using PCA and 
LDA as feature extraction followed by classification. Note 
that upon frame normalization, 30 frames are set for each 
walking trial per subject. These attributes are then arranged 
vertically concatenated via frame by frame so that the 
extracted features for each trial owned the dimension of 1800 
by 1 per trial. In total, for DIR feature dataset, the feature size 
of DIR feature is 1800 by 300 whilst for REF, the feature size 
is 480 by 300, with the row representing the number of 
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attributes and the column representing the observations. 
Further, Table 2 tabulated the number of PCs and LDs 
retained upon completion of feature extraction. Based on 
criteria of EOC, the number of eigenvalue greater or equal 
than 1 are to be retained and the number of PCs that satisfied 
the criteria is the first five PCs for DIR feature dataset and 
only the first PC for REF feature dataset. 
 

Table 2: Number of PCs to be retained based on results of 
PCA-EOC 

PC Number DIR REF 
1 133.70 1.16 
2 8.71 0.26 
3 6.79 0.13 
4 3.52 0.08 
5 2.41 0.06 
6 0.55 0.04 

 
On the other hand, as depicted in Figure 5, the CPV is 
computed based on the cumulative variance for at least by 
95%. Hence, with CPV criteria, it was found that the first four 
PCs are to be retained for DIR feature dataset and 21 PCs for 
REF feature dataset. Next, as depicted in Figure 6 for the 
Scree Plot, the eigenvalues and the PCs are plotted for the 
Scree Test and the change of the slope is observed in order to 
choose the number of PCs. Results showed that four PCs are 
to be kept for DIR feature dataset whilst for REF dataset is 
three PCs. 

 
Meanwhile for LDA, it is found that the number of selected 
linear discriminant is 2 for both DIR and REF feature dataset 
respectively. The results of the first two LDs of LDA for DIR 
and REF are as shown in Figure 7.  In addition, the overall 

results attained based on both PCA and LDA is as tabulated in                   
Table 3.  Note that both are linear transformation technique in 
reducing the dimensionality of the dataset. The difference is 
one is an unsupervised algorithm namely LDA since it ignores 
class labels in determining the directions or projections of the 
data that maximize the variance in a dataset, while the other 
one is a supervised algorithm that computes the directions 
(linear discriminants) of the data that maximize the separation 
between multiple classes. 
 

Table 3: Number of significant features to be retained using 
PCA and LDA 

Feature Extraction Method DIR REF 
PCA-EOC 5 1 
PCA-CPV 4 21 
PCA-Scree Plot 4 3 
LDA 2 2 

 

 
Next is the classification phase. The extracted features namely 
DIR PCA-EOC, DIR PCA-CPV, DIR Scree, DIR LDA, REF 
PCA-EOC, REF PCA-CPV, REF Scree and REF LDA acted 
as input features to the classifiers. The 10-fold 
cross-validation method is used to validate the performances 
of the classifiers. Exhaustive evaluations of the highest 
accuracy for each classifier using these eight features are 
performed using a straightforward grid search approach with 
10-fold cross-validation method for each DIR and REF 
feature dataset namely PCA-EOC, PCA-CPV, PCA-Scree 
and LDA as feature extraction. 

Figure 6: Scree Plot for DIR and REF dataset  

Figure 5: The CPV for DIR and REF dataset                        
at 95% criterion 
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As depicted in Figure 8, excellent generalization 
performances are observed using features extracted using 
LDA as classifier inputs. Firstly, for DIR feature dataset, the 
highest accuracy rate achieved is NB classifier with 99.33% 
followed by ANN classifier at 99.30%. As for REF feature 
dataset, the utmost accuracy rate is achieved using ANN 
classifier with 98.75%, followed by SVM classifier with RBF 
kernel at a lower accuracy that is 98.67%. Additionally, it is 
observed that the trends for both DIR and REF are similar for 
all classifiers. For DIR, the highest accuracy is using LDA 
followed by the PCA-EOC, PCA-CPV and PCA-Scree. 
Meanwhile for REF, once again the highest accuracy is based 
on LDA, followed by PCA-CPV, however PCA-Scree 
achieved better accuracy as compared to PCA-EOC. Here, it 
is shown that LDA as supervised algorithm performed well in 
discriminating the ASD and TD group based on both DIR and 
REF feature dataset. However, PCA-EOC for REF showed 
poor accuracy specifically below 65% for all three classifiers. 
Further, with LDA as the highest accuracy performance, 
Table 4 tabulated the sensitivity and specificity based on LDA 
and NB classifier since NB showed the highest accuracy 
amongst all three classifiers namely 99.33% using DIR 
dataset. From Table 4, as for sensitivity, this feature set is 
capable to classify the ASD group with sensitivity of 99.66% 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

whilst the TD group with specificity of 99.00%. On the other 
hand, the least accuracy (Acc) found is the SVM classifier 
with 98.67% for REF dataset that correctly classify the ASD 
group with a sensitivity (Sens) of 98.99% and TD group with 
the specificity (Spec) of 98.34% only as compared to NB 
classifier. Therefore, between the two features and as for 
feature extraction, DIR-LDA is the most apposite for ASD 
gait classification based on this proposed markerless-based 
gait features. 

Table 4: Performance Measure (%) for all three classifiers using         
LDA based on DIR and REF dataset 

C
la

ss
ifi

er
 Acc Sens Spec 

DIR REF DIR REF DIR REF 

SVM 99.27 98.67 99.66 98.99 98.68 98.34 

NBC 99.33 97.59 99.66 98.30 99.00 96.72 

ANN 99.30 98.75 99.49 98.63 99.00 98.86 

Figure 7: Plots of LDA based on LD1 and LD2                     
using DIR and REF Dataset  

Figure 8: Classification Performance for all three classifiers 
(SVM, NB and ANN) using DIR and REF dataset 
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4. CONCLUSION 
 
In conclusion, it was proven that LDA is better than PCA as 
feature extraction based on the performance of classification 
with NB classifier surpassed SVM and ANN classifiers. In 
addition, amongst the two features namely DIR and REF gait 
features, DIR feature dataset demonstrated its suitability for 
ASD gait classification for this proposed markerless-based 
model. Future work includes implementation on other 
markerless-based feature such as depth images. It is hoped 
that findings from this study could assist both medical 
practitioner and physiotherapist in planning suitable gait 
analysis intervention program for autistic children. 
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