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#### Abstract

The analysis and processing of medical images is an important area of research. At the same time, medical images should be regarded as the object of corresponding analysis and an increased class of complexity. One of the tasks that must be solved is the segmentation of medical images. The difficulty of solving this task lies in possible overlaying of segmentation objects or finding them at a relatively close level when they are perceived as a single object. The identification of different objects points of medical image in the form of an optimal path search on the graph is considered in this work. The formalization and substantiation of this approach have been carried out.
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## 1. INTRODUCTION

Image processing and analysis is widely used in various intelligent systems. For this purpose, different methods and approaches are used in the form of separate procedures [1]-[3]. This is due to the fact that such procedures allow the remote processing of information and making necessary decisions. Image is a kind of representation of the real world picture, which is formalized as a certain set of numbers, where each of these numbers transmits information. It is also possible to obtain additional information when processing the images. The additional information can be obtained by analyzing the relationship between different sets of numbers for each image.

One of the directions for using different procedures of image processing and analysis is medical information that is presented in the form of images. The analysis of such images makes it possible to diagnose the functioning of cells and
tissues of various human organs, to study possible disproportions in the work of the body, and to identify diseases at an early stage. This ultimately determines the interest in the subject of this study.

## 2. BRIEF ANALYSIS OF RELATED WORKS AND SELECTION OF THE MAIN RESEARCH QUESTION

Traditionally, the application of some or other procedures for the analysis of medical images is determined by the task of a research.

For example, [4] discusses the analysis of medical images, which are cytological preparations. The authors of [4] use a wavelet ideology to analyze separate components of images of cytological preparations. At the same time, it is important to obtain additional information.

In the study presented by D. Shen, G. Wu, and H. I. Suk, it is provided a comprehensive overview of computer-assisted image analysis in the field of medical imaging [5]. Particular attention is paid to the neural network method, which has found wide application in recent image processing [6]. However, [7] emphasize the need to preserve the original information through the image analysis methods.
Y. C. Zhang and A. C. Kagen pay particular attention to the interface when creating medical image processing and analysis systems [8]. This is due to the fact that in such a process it is necessary not only to obtain the important information for subsequent decisions, but also to preserve and not to lose the original data in the application of various procedures for image analysis and processing.

It should also be considered that medical images consist of a number of individual components where one can observe the difference:
in the size of following parts (e.g. when examining blood it can be red blood cells, white blood cells, plasma, platelets, etc.) [4]),
in the loss of information (e.g. when applying image enhancement, filtering, noise reduction procedures [1], [2]).

Thus after the loss of certain information it is necessary to concretize the results of analysis and carry out the subsequent analysis of such image.

Solving such problems leads to the fact that it is necessary to carry out the segmentation of complex objects. At the same time, such segmentation should be performed in real time in order to achieve an optimal procedure for the analysis of medical images.

Thus, the key point of this study is to consider the procedure of complex objects segmentation for medical images. In this case, the main issue of such consideration should be the identification of boundary points for each object on the medical image.

## 3. EXAMPLE OF COMPLEX OBJECTS IN THE ANALYSIS OF MEDICAL IMAGES AND SPECIFICATION OF INDIVIDUAL PROBLEM POINTS

Fig. 1 shows an example of a complex connection of individual components for a medical image that needs to be segmented.


Figure 1: Example of a complex connection of individual components for a medical image that needs to be segmented

As a result of applying traditional processing methods, we get some conglomerates of objects in the image instead of individual objects. The division of such conglomerates into separate objects is the task of this study.

By the object conglomerate we mean the objects that consist of several image objects. In other words, these are the objects with brightness $\rho_{\text {min }} \leq \rho \leq \rho_{\text {max }}$, whereas their area significantly exceeds the maximum area of a single object in the image $-S \gg S_{\text {max }}$.

The solution to this problem should be divided into two subtasks - finding the junction points of the two objects and determining the boundary of objects.

The junction point (JP) is the local extremum point (LTE), so that the function at the segment $(x-m, x)$ does not increase or decrease. Therefore, it does not stretch $(x, x+m)$, does not decrease or increase in dy, or similarly in dx for $(y-m, y)$ и ( $y, y+m$ ), where $m$ is some empirical constant (about $5 \%$ of the average length of the object circle - 7 pixels). The second condition for the TS is that the object is on the side of the turned angle formed by the lines passing through the left boundary of the segment and the TLE as well as through the right boundary and the TLE (Fig. 2). Such definitions are consistent with the classical approaches in image processing [9].


Figure 2: Junction point: a) is a junction point, b) is not a junction point
The boundary refers as a sequence of 8 -connected pixels connecting the starting point, i.e. the TS, with the nearest pixel belonging to the background in the given R direction. This is consistent with the basic approaches to image processing using classical segmentation methods [10]. The optimal point belonging to the boundary will be the point for which mathematical expectation (MO) of brightness values $5 \times 5$ of the vicinity tends to MO brightness of the boundary of the reference object (Fig. 3).


Figure 3: The junction points on the conglomerate of three objects
Such a task refers to the tasks of finding the optimal path on the O -screen (the O -screen is a tree because the movement direction on it is certain and two adjacent vertices should not be on the same level). Nevertheless, the problem is that the objects' boundary length of the investigated area fluctuates within 18-60 points and each processed scheme consists of
hundreds of glued objects. Thus, the known search algorithms for the optimal path on the graph (Dijkstra, Ford-Belman, Floyd-Worschell or even the full search method [11]) are hardly applicable in practice, because the convergence of the first three methods of the order $n \wedge 2$, where $n$ is the number of vertices $n=m^{2}$, and the complete enumeration $3^{m-1}$, where $m$ is the number of levels in the tree. Thus, it will take about $7.3 * 10^{8}$ calculations just to determine the boundaries of 100 objects with an average boundary length of 40 pixels, which, even taking into account the modern computing power is very large to be really applied in solving practical problems.
4. DETERMINATION OF BOUNDARY POINTS IN CONGLOMERATES OF SEVERAL OBJECTS

Let's consider an ideal situation when the boundary of objects is absolutely clear, i.e. it does not contain any hindrances, therefore has an optimal top at each level of the tree, and, besides, such boundary is unique on the considered tree. Then you can use the algorithm that determines the optimal neighboring vertex at each step. Thus, the time of convergence of this algorithm will be equal to $3(m-1)$, where $m$ is a number of tree levels. However, in practice this form of algorithm is of little use, because the boundary of objects, although unique, but there are noises, which means that there is a probability that not at every step of the vertex it will be determined optimally.

The essence of the proposed procedure is to choose such a partition of the source tree, in which the given probability of finding the optimal path (i.e., in essence, the boundary of two objects) is achieved in a minimum number of iterations. Besides, we need an evaluation function that helps to evaluate at each step the optimality of the found boundary. As an evaluation measure, we will consider a multitude consisting of the most optimal peaks at its level:

$$
f_{\text {opt }}(x)=\left(\text { opt }\left(x_{1}\right), \ldots, \text { opt }\left(x_{n}\right)\right),
$$

where $\operatorname{opt}\left(x_{i}\right)$ returns the optimal value on $i$-th level.

Then, the non-optimal path can be chosen if at least one of the subgraphs on the $k_{i}$ level is disturbed, where $k_{i}$ is the last level of the $j$ subgraph, $j \in(1, m-1)$ subgraphs, because we are not interested in disturbances on the last level of the $m$ subgraph (Fig. 4).


Figure 4: Example of interference at the junction of two subgraphs
Thus, the probability of interference on m-subgraphs is:

$$
\begin{aligned}
& P(a)=P_{l}(a)+P_{2}(a) \overline{P_{l}(a)}+P_{l}(a) P_{2}(a)+\ldots \\
& \ldots+P_{m-1}(a) \overline{P_{1}(a) P_{2}(a) \ldots P_{m-2}(a)}+ \\
& +P_{m-1}(a) P_{l}(a) \overline{P_{2}(a) \ldots P_{m-2}(a)}+ \\
& \quad+\ldots P_{m-1}(a) P_{l}(a) \ldots P_{m-2}(a)= \\
& \quad=\sum_{i=1}^{m-1} C_{m-1}^{i} x^{i}(1-x)^{m-i-1}
\end{aligned}
$$

Accordingly, the probability that the chosen path is optimal in one step:

$$
P(\beta)=1-P(a)
$$

In $k$-steps, then:

$$
\begin{aligned}
& P_{k}(\beta)=P(\beta)+\overline{P(\beta)} P(\beta)+\overline{P(\beta)^{2}} P(\beta)+\ldots \\
& \ldots+\overline{P(\beta)^{k-1}} P(\beta)=P(\beta) \sum_{i=1}^{k} P(a)^{i-1}
\end{aligned}
$$

Let's look at some quantitative values (Fig. 5).


Figure 5: Tree of possible options for crossing the object border

The number of tops with possible variants in the tree is $n^{2}$, where $n$ is the number of levels in the tree. This is easy to see, since pixels have an 8 -linkage, then at each step we add 2 vertices, and thus the total number of them will be equal:

$$
\begin{aligned}
& 1+3+5+\ldots+(2 i-1)+\ldots+2 n-1= \\
& =\frac{1+2 n-1}{2} n=n^{2} .
\end{aligned}
$$

Then the number of edges will be equal: $3(n-1)^{2}$. This is also not difficult to see - since there are 3 edges coming out of each vertex, except for the lower level, where all the vertices have no edges coming out, the number of edges is equal:

$$
\begin{aligned}
& m=3 n^{2}-3(2 n-1)= \\
& =3\left(n^{2}-2 n+1\right)=3(n-1)^{2}
\end{aligned}
$$

The number of all possible track options will be determined by the formula $3^{n-1}$, which is also easy to see. Thus, for $n=2$ there may be $3=3^{l}$ different paths, for $n=3$ there will be $9=3^{2}$, and for arbitrary $n-3^{n-1}$.

We determine the optimal number of levels for each of the m-sub-platform. It will be $\frac{n}{m}$ for all subgraphs, if the remainder of the division of n by m is 0 . And $\frac{n}{m}$ - for $m-1$, $\bmod (n, m)$ for the m -subscript, where $\bmod (n, m)$ is the residue from the division of $n$ into $m$. We will prove this statement and consider it for the case when $\bmod (n, m)=0$, i.e. $\frac{n}{m}=k$. Then the total number of options for all segments will be equal:

$$
3^{k-1}+3^{k}(m-1)
$$

Suppose that some pair of $k-l \mathrm{~s}$ has such a natural number $l$ that

$$
3^{k-l}+3^{k+l} \leq 2 \cdot 3^{k}, \forall l \in(1, k)
$$

However, this statement is incorrect, as...

$$
3^{k-l}+3^{k+l} \geq 2 \cdot 3^{k}
$$

Let us prove that

$$
\frac{3^{k-l}+3^{k+l}}{2 \cdot 3^{k}} \geq 1
$$

To do that, we will show that

$$
\left\{\begin{array}{l}
\lim _{l \rightarrow 1} \frac{3^{k-l}+3^{k+l}}{2 \cdot 3^{k}} \geq 1 \\
\lim _{l \rightarrow \infty} \frac{3^{k-l}+3^{k+l}}{2 \cdot 3^{k}} \geq 1
\end{array}\right.
$$

Convert the expression you are looking for.

$$
\frac{3^{k-l}+3^{k+l}}{2 \cdot 3^{k}}=\frac{3^{k-l}\left(1+3^{2 l}\right)}{2 \cdot 3^{k-l} 3^{l}}=\frac{1+3^{2 l}}{2 \cdot 3^{l}}
$$

Then,

$$
\lim _{l \rightarrow 1} \frac{1+3^{2 l}}{2 \cdot 3^{l}}=\frac{10}{6}>1
$$

and

$$
\begin{aligned}
& \lim _{l \rightarrow \infty} \frac{1+3^{2 l}}{2 \cdot 3^{l}}=\lim _{l \rightarrow \infty} \frac{1}{2 \cdot 3^{l}}+\lim _{l \rightarrow \infty} \frac{3^{2 l}}{2 \cdot 3^{l}}= \\
& =0+\lim _{l \rightarrow \infty} \frac{3^{2}}{2}=\frac{9}{2}>1
\end{aligned}
$$

Proved.

Now let us show you that

$$
\left\{\begin{array}{l}
3^{k-1+l}+3^{k-l} \geq 3^{k-1}+3^{k} \\
3^{k-1-l}+3^{k+l} \geq 3^{k-1}+3^{k}
\end{array}, \forall l \in(1, k-1),\right.
$$

We mean that ...

$$
\frac{3^{k-1+l}+3^{k-l}}{3^{k-1}+3^{k}} \geq 1
$$

and

$$
\frac{3^{k-1-l}+3^{k+l}}{3^{k-1}+3^{k}} \geq 1
$$

Accordingly, we get:

$$
\frac{3^{k-1+l}+3^{k-l}}{3^{k-1}+3^{k}}=\frac{3^{k-l}\left(3^{2 l-1}+1\right)}{3^{k-l}\left(3^{l-1}+3^{l}\right)}=\frac{3^{2 l-1}+1}{3^{l-1}+3^{l}}
$$

$$
\lim _{l \rightarrow 1} \frac{3^{2 l-1}+1}{3^{l-1}+3^{l}}=\frac{4}{4}=1
$$

and

$$
\begin{aligned}
& \lim _{l \rightarrow \infty} \frac{3^{2 l-1}+1}{3^{l-1}+3^{l}}=\lim _{l \rightarrow \infty} \frac{3^{2 l-1}}{3^{l-1}+3^{l}}+\lim _{l \rightarrow \infty} \frac{1}{3^{l-1}+3^{l}}= \\
& =\lim _{l \rightarrow \infty} \frac{3^{l} 3^{l-1}}{3^{l-1}(1+3)}+0=\infty>1
\end{aligned}
$$
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$$
\begin{gathered}
\frac{3^{k-l-l}+3^{k+l}}{3^{k-l}+3^{k}}=\frac{3^{2 l+1}+1}{3^{l}+3^{l+1}} \\
\lim _{l \rightarrow 1} \frac{3^{2 l+1}+1}{3^{l}+3^{l+1}}=\frac{28}{12}>1 .
\end{gathered}
$$

and

$$
\begin{aligned}
& \lim _{l \rightarrow \infty} \frac{3^{2 l+1}+1}{3^{l}+3^{l+1}}=\lim _{l \rightarrow \infty} \frac{3^{2 l+1}}{3^{l}+3^{l+1}}+\lim _{l \rightarrow \infty} \frac{1}{3^{l}+3^{l+1}}= \\
& =\lim _{l \rightarrow \infty} \frac{3^{l} 3^{l+1}}{3^{l}(1+3)}+0=\infty>1 .
\end{aligned}
$$

It is proved that for $\bmod (n, m)=0$. This statement will also be true for the general case, where instead of 3 there will be a certain number $n$.

For $\bmod (n, m)=0$, the following partition is optimal:

$$
3^{k}(m-\bmod (n, m)+1)+3^{k+1}(\bmod (n, m)-1) .
$$

The optimality of this partitioning follows from the proven above.

Then the general formula for determining the optimal number of iterations $\operatorname{opt}(n, m)$ for the level graph $n$ divided into $m$ -subgraphs is as follows:

$$
\begin{aligned}
& \operatorname{opt}(n, m)=\left(1-\operatorname{ceil}\left(\frac{\bmod (n, m)}{\bmod (n, m)+1}\right)\right) \cdot 3^{k-1}+ \\
& +\left(m-\bmod (n, m)+2 \operatorname{ceil}\left(\frac{\bmod (n, m)}{\bmod (n, m)+1}\right)-1\right) \cdot 3^{k}+ \\
& +\left(\bmod (n, m)-\operatorname{ceil}\left(\frac{\bmod (n, m)}{\bmod (n, m)+1}\right) \cdot 3^{k+1},\right.
\end{aligned}
$$

where ceil returns the nearest integer, that is.

$$
\left\{\begin{array}{l}
\operatorname{ceil}\left(\frac{\bmod (n, m)}{\bmod (n, m)+1}\right)=0, \bmod (n, m)=0, \\
\operatorname{ceil}\left(\frac{\bmod (n, m)}{\bmod (n, m)+1}\right)=1, \bmod (n, m)>0 .
\end{array}\right.
$$

Table 1 (as an example) shows the probability of finding the optimal path for breaks from 2 to 10 , the number of searches from 1 to 10 , and the probability of interference 0.1 .

Table 1: The probability of finding the optimal path for breaks from 2 to 10 , the number of searches from 1 to 10 , and the probability of interference 0.1

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 09 | 099 | 009 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 3 | 081 | 0064 | 0993 | 0999 | 1 | 1 | 1 | 1 | 1 | 1 |
| 4 | 0729 | 0927 | 098 | 0995 | 0999 | 1 | 1 | 1 | 1 | 1 |
| 5 | 0656 | 0682 | 0059 | 0986 | 0995 | 0998 | 0999 | 1 | 1 | 1 |
| 6 | 059 | 0832 | 0931 | 0972 | 0988 | 099 | 0998 | 099 | 1 | 1 |
| 7 | 0531 | 078 | 0897 | 0952 | 097 | 0989 | 099 | 0998 | 0999 | 099 |
| 8 | 0478 | 0728 | 0858 | 0926 | 0961 | 098 | 0989 | 099 | 0997 | 0999 |
| 9 | 043 | 0676 | 0815 | 0895 | 094 | 0966 | 0981 | 0989 | 0994 | 0996 |
| 10 | 0387 | 065 | 077 | 0859 | 0914 | 0947 | 0968 | 098 | 0988 | 0993 |

This example shows the expediency of the considered approach to the identification of boundary points in conglomerates on medical images in the form of solving the problem by searching an optimum way on the column.

## 5. CONCLUSION

The considered theoretical approach was successfully applied in practice. So, the calculated quantity of objects on $100 \%$ of investigated images coincided with their real quantity on medical images. The software tool implementing the described algorithm is created. C++ was used as the development environment and as one of the fastest software means for today. During the testing of the proposed research, it was also noted that the optimal boundary for the conglomerate points is detected much earlier than the specified probability of the indication - on the average this index is $40 \%$ of the calculated number of iterations.

Nevertheless, the open question of further research remains the applicability of the ideas discussed above for the tasks where the boundary between two objects can exceed 60 pixels many times (this is the maximum value of the objects' boundary that the authors had to face during the research). In addition, it is connected to the tasks with high level (more than $20 \%$ ) of noise pollution.
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