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 
ABSTRACT 
 
Plant disease are most common in India. Plant diseases are 
normally occurring due to insects. If not predict under certain 
time, we may chance to lose efficiency of Crops. In this paper 
we are helping to farmers to know and analysis the diseases. 
We work on an SVM for recognition and categorizing of 
four-leaf diseases i.e. Alternaria Alternata, Anthracnose, 
Bacterial Blight, Carpospora are the diseases, we worked out 
and we provided effective solutions to the farmers.  
 
Key words: Standard Deviation, Entropy, Variance, RMS, 
SVM, K-Means, Mean.  
 
1. INTRODUCTION 
 

India is mostly dependent on agriculture. Most of the revenue 
will generate from Agriculture. Eighty Percentage of 
population in India depends on Agriculture. In this paper, we 
want to provide a better solution for farmers by avoiding these 
kinds of diseases. Suppose by seeing the leaf the farmer may 
not predict which type of disease it is. Assume certain type of 
disease and use pesticides based upon the diseases if the 
farmer prediction is false, then the actual disease will not be 
going to cure, then the farmer doesn’t get better results. And 
wasted money due to false assumptions. So, we want to 
provide a effective solutions by using SVM and K-Means 
algorithm written in a MATLAB code which will provides the 
automatic disease prediction, and also estimate the effected 
leaf area. 
 

2. LITERATURE SURVEY 
 

Sonal Patel and Arun kumar had followed the techniques 
K-means and image processing for identification of leaf 
diseases. By using K-means they segmented the leaves 
according to diseases of plants and image processing is used 
to extract the colors which is useful for segmentation. They 
also used artificial neural networks for texture analysis [2]. 
 

 
 

Shima Ramesh, Ramachandra and Vinod had developed the 
process by using machine learning algorithm which is 
random forest algorithm. For implementing this method, they 
created two datasets (healthy dataset and disease dataset). For 
features extraction they used HOG (Histogram of Oriented 
Gradient [3]. 
 
Shivani and Dhanashri had proposed some other techniques 
to identify diseases in leaves. They extracted images of leaves 
by using Agrobot. To classify diseased leaves, they choose 
Neural Network Classifier and for feature extraction they 
used Color Co-Occurrence [4].  
 
Bharat Mishra, Mamta Lambert, Sumit Nema and Swapnil 
Nema had classified the diseased leaves by using different 
image processing techniques. In this project they developed 
algorithm by using histogram equalization, unsharp mask 
filtering, linear contrast adjustment and decorrelation stretch 
[5].  
 
Anuradha Badage had developed a machine learning system 
which consists of two stages. In one stage they train the 
images of healthy and diseased leaves and extract the 
threshold value for comparing new images. In second stage 
they compare the RGB values of image with threshold and 
identifies the diseases of leaf by using histogram analysis [6]. 
 
Jyoti Shirahatti, Rutuja Patil and Pooja Akulwar had made a 
survey on machine learning techniques how they work in 
identification of leaf diseases. In their survey they have made 
research on Decision tree learning, Association Rule 
learning, Ann, SVM and genetic algorithm. They also 
mentioned about advantages and disadvantages of all these 
machine learning techniques in leaf disease detection [7]. 
 
Prajwala TM, Alla Pranathi and Kandiraju Sai Ashritha had 
done research on leaf disease detection of tomato plant. In 
their work they developed an algorithm to identify disease by 
using convolution neural networks. In this project first they 
undergo with pre-processing to reduce the noise for better 
results next they will classify the leaves by using convolution 
neural network [8-20]. 
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3.PROPOSED METHODOLOGY 
 

The disease prediction had to be performed in a sequential 
manner. To get more accuracy steps in detection of disease. 
 

 
Figure 1: Basic Steps for plant disease detection and classification 
 

A. Image Extraction 
Image Extraction is a main step which is taken from the 
database. We take from the database from plant village 
where we have thousands of pictures of different plants 
with affected with different diseases and healthy leafs. 
From that we take one image and pre-processed further.  
 

B. Pre-processing of image 
The image is taken from the database and remove the 

unwanted noise and highlight the diseased part of the leaf. 
First the image has resized into 250x 250 pixels. To remove 
the noise previously, we used Mean filter, but now we are 
using Median filter to give more accurate results when 
compares to mean filter. And it prevents edges while removal 
of unwanted noise. And also we increase the intensity level of 
the pixels of the leaf image for further classification. 

C. K-means Segmentation 
Segmentation is one of the critical steps in leaf disease 

prediction, which is used for the knowing the affected a 
region of the leaf images. In this segmentation regions are 
separated based upon the pixel values. For the partition of the 
image we apply K-Means algorithm for the given image 

 

D. Feature extraction 
In this step, we done after segmentation. The segmented 

image further extracts the features like Mean, Standard 
Deviation, Entropy, RMS and Variance. This feature is 

calculated in MATLAB through pre-defined codes. Those are 
the parameters for SVM Classifier.  

E. Classification 
In this we classify various disease of segmented image 
By training the svm system with mean, standard deviation, 
rms, entropy, variance. Based upon range of the above 
parameters value system will train algorithm with the huge 
number of data that we are collected. In training the system 
allocates certain ranges for different parameters. 
If training part is done, we move on to the testing part here 
again all the steps were performed and calculated the different 
parameters then we look for parameters range matching of the 
disease then based upon the matching we predict the disease. 
In certain way we train the system to perform the image 
classification  
  
Implementation technique: 
 
K-means clustering:  
   Here k-means clustering is used to separate or identify or 
grouping of nearly same pixel value into one group. 
So that we can highlight the disease part and also healthy part 
of the leaf. 
:  
 1. Pick the mid value of cluster, starting value or end value or 
any mid level value.    
2. Take this as centroid of the image  
3. calculate the minimum distance between centroid and all 
pixel values in the image  
3. do the step repeatedly on cluster centers on means all the 
pixels in the cluster. Repeat the steps for future more time to 
attain the good clustering and to make the system effective.   
 

 
Svm: 
The svm classifier is used to classify the diseases  
Step1: initial we train calculate the mean, standard deviation, 
rms, variance and entropy values of image 
Step2: we train with those values of the diseased leaf. 
Step3: now we test the data set of leaf images. 
                                               

 
QUALITATIVE ANALYSIS 

1) Mean: 
 
Mean is nothing but sum of all pixel values by total number of 
pixel. This is used to remove the noise or unwanted data. 
 

 
 
                       F(x,y) is restored image 
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2) Standard Deviation: 
 
 For the sharping of edges, we use the standard deviation 
which obtained from the mean 
 
 

 
 
 

3) Entropy: 
 
 Entropy value is used to differentiate the pixel levels   based 
upon that we compare the image in detailed manner 
 
 

 
 

4) Variance: 
 
 Variance tells about the difference between the square root of 
actual value and expected value   
 

 
 

5) Root Mean Square: 
 
   It is also one of key parameter while deciding the disease. 
   When plant effected with more than one disease it plays a 
    Crucial role   
 

 
 

Table 1: Parameters of Leaves 
 

Disease mea
n 

Standard 
Deviatio
n 

Entrop
y 

RMS Vari
ance 
(x10
00) 

Alternaria 
Alternata 

40-1
30 

60-110 1.5-5 3.5-1.
4 

2-14 

Anthracn
ose 

15-4
0 

40-60 1.2-4 4.0-9.
7 

2-3.9 

Bacterial 
Blight 

20-3
0 

50-60 1.3-3 1.68-
3 

2.5-3
.5 

Cercospor
a Leaf 
Spot 

32-5
0 

60-80 1.75-5 7-10 3.5-5
.3 

Healthy 
Leaf 

35-5
0 

55-70 42-5 10.06
-12.6 

2.5-3
.1 

 

4. RESULTS 
 

           
            Figure: a                       Figure: b 
 
 

                  
               Figure: c                         Figure: d 
 
 

              
              Figure: e                           Figure: f 
 
 

               
             Figure: g                       Figure: h 
 
  In figures Fig-a,Fig-c,Fig-e,Fig-g the spotted regions are 
affected with some disease which can’t be identified 
normally. After segmentation Fig-b, Fig-d, Fig-f, Fig-h are 
the image which is used to identify the affected area of a 
disease the black region in Fig-b, Fig-d, Fig-f, Fig-h will be 
noticed as diseased area of disease known as Alternaria 
Alternata, Anthransoce, Bacterial Blight, Cercospora 

5. CONCLUSION 
In this paper we are helped farmers to know and analysis the 
diseases. We worked on a SVM for recognition and 
categorizing of four leaf diseases i.e. Alternaria Alternata, 
Anthracnose, Bacterial Blight, Carpospora are the diseases, 
we worked out and we provided effective solutions to the.  
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