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ABSTRACT 
 
Text summarization aims to create a condensed version of a 
text, thus retaining the original ideas. In particular, the 
textual content on the web is increasing at an exponential 
pace. The ability to interpret valuable information from such a 
vast volume of data is an essential undertaking and requires 
an automated system to assist with the current information 
repository. 
Text summarization systems aim to help reducing content by 
retaining the relevant material and filtering out 
non-important sections of the text. There are two basic 
approaches in the text summarization systems. Single 
document summarization is outlined in the first method. 
 In other words, the method uses one document as input and 
generates a summary version as output. An alternative 
approach is to take many documents as input and generate a 
single summary document as output. In terms of performance, 
the summarization systems are often classified into two 
groups. 
One method will be to remove exact sentences from the 
original document in order to create a summary production. 
An alternative would be a more nuanced approach in which 
the text rendered is rephrased version of the original 
document.  
A formal semantic representation is provided in this paper, 
which can capture the algorithms and the text meaning to 
allow mapping the text documents with the meaning 
representation. This semantic representation, which focuses 
on establishing relations amongst concepts of text 
constituents, is considered to enhance the performance of the 
single-document extractive summarisation processes. To see 
how text constituents (i.e. words, phrases and morphemes) 
are related, a graph semantic model (GSM) was used, which 
is built using a syntactic and semantic analysis. Semantic 
Role Labelling (SRL) is the fundamental relationship that a 
contributor has with the main verb in a sentence. 
 
Key words: Extractive Summarization, Triangle Counting, 
Graph-Based Summarization, Feature Extraction, Semantic 
Role Labelling, Graph Semantic Model. 

 
 

 
1. INTRODUCTION 
 

Since the increasing growth of Internet Technology, the 
number of electronic documents on the Internet has increased 
exponentially.   

 
Today, people can acquire information from various 

sources.  Despite the progress achieved in the document 
summarization field, the problem hasn’t been resolved fully. 
Regarding the automated document summarization, it seeks 
finding methods for detecting the most significant 
information existing in a text [1]. In addition, it is important 
to identify certain features through processing data. That is 
needed for reducing the amount of time needed for accessing 
information [2]. In the light of that, people’s interests in 
researching about automated text summarization systems has 
been increasing [3], [4]. 

Automated text summarization technologies are therefore 
rapidly being investigated by scientist in order to accomplish 
higher efficiency through improved or new methods [5]. 
Nevertheless, given all the studies conducted in the field of 
document summarization, the need for change and creativity 
has not decreased [1].  

Computerized document summarization is a prominent 
subtopic of natural language processing (NLP), with the goal 
of presenting long text records in a compact and intelligible 
form [6]. Document summarization methods can usually be 
categorized into two types: extractive and abstractive. 

 Extractive document summarization comprises of three 
stages: text description, sentence score and sentence 
collection. Abstractive document summarization methods 
describe the key component of documents utilizing natural 
language production strategies and then re-express them to 
construct a summary [7] , [8], [9].  

They may also be classified as single and multi-document, 
based on the quantity of documents to be summarized. 

 
2. RELATED WORK 

A. Graph-Based text summarization 
Scoring statements or phrases and collecting summaries is 

the most popular approach used in automatic extractive 
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summarization. Sentence scoring is implemented in the 
majority of approaches used today. Rating methods are listed 
as word score, sentence score, and graph score [10], [11].  

In the word ranking methods, a ranking is made taking into 
account the significance of sentences including the 
occurrence of a word in the text [12] – [13], with terms such as 
proper nouns, locations and objects that assumed to be a 
determinant being scored higher [7], [14].  

The formal properties of the words (emboldened, italicized, 
underlined) are taken into account in text scoring methods 
[15]. 

In addition, sentences beginning with phrases such as 
‘‘Briefly,” ‘‘Finally” and ‘‘As a result” in the text are 
described as sign phrases, and the sentences preceding such 
statements are known as significant sentences [12]. In the 
same way, the assessment is based on the title of the text to be 
summarized. Sentences containing the words mentioned in 
the title are assumed to be added to the summary, and their 
degree of significance is expand accordingly [16].  

The methods of sentencing often take into consideration 
the characteristics of sentences, giving greater priority to 
sentences of greater size [17], [18]. Points are applied to 
sentences by deciding the location of the sentence and 
whether or not they have numerical values [13] ,[15] ,[19].  

The authors of Ref. [20] explained  the implementation and 
evaluation of extractive summarization method as a means of 
supporting learners with reading challenges. Graph-based 
representations are often used in text analysis approaches 
because they have very efficient solutions.  

In Ref. [21], the researchers introduced TextRank, which 
provides graph-based summary representation using text 
intersections. Likewise, LexRank was implemented in Ref. 
[22] using a proprietary centrality-based algorithm, one of the 
node centrality methods.  

Both the TexRank and LexRank strategies were motivated 
by the PageRank [23] technique, a text summarization 
method that was introduced to achieve central sentences in a 
text using shared knowledge between the word and sentence 
sets [24].  

The researchers of Ref. [25] identified the graphic 
documents in their study using link generation for automated 
document summarization. They established the structure by 
unveiling the relationships of the text in the documents and 
analyzing the summaries by contrasting them with those 
produced by human hand.  

In Ref. [26], a graph-based approach was proposed to 
ensure semantic consistency, with nodes referring to the 
terms of the documents and the edges representing the 
semantic relationships between the nodes. In general, the 
graph diameter calculation is implemented for all the nodes in 
the graph, and the shortest and longest paths are defined as 
the poorest and best bonds. Although graph structures and 
documents have been described in Ref. [27], nodes and edges 

have been generatedwere based on local similarities. Random 
Walk was used to provide a list of the relevant documents. 

A summary method for the biomedical sector was 
presented in Ref [28]. A graph based on concepts and 
relationships with a semi-dictionary- based framework was 
generated using a method called Unified Medical Language, 
and then a PageRank algorithm was used. In Ref. [29], the 
authors suggested a new graph based on improved random 
walking.  

In Ref. [30], the researchers adopted a graph-based 
approach for carrying out an extractive summarization. The 
latter researchers proposed a new method for summarization. 
This method is based on hybrid modelling graph. They 
recommended delivering an innovative hybrid similarity 
function (H). The latter function hybridises 4 distinct 
measures of similarity. These measures are cosine, Jaccard, 
word alignment and window-based similarity. The method 
employed a trainable summarizer and takes into 
consideration several features. The impact of those features 
on the task of summarization has been examined. 

B. Semantic Role Labelling (SRL) 

Semantic Role Labelling (SRL) is the fundamental 
relationship that a contributor has with the main verb in a 
sentence which is also known as theta role (generative 
grammar), semantic role, semantic case, thematic role and 
deep case (case grammar) [31]. The objective of SRL is to 
determine the argument structure of each predicate in a 
certain input sentence [31]. SRL is greater in producing 
arguments for every sentence semantically.  

The SRL technique is a very shallow semantic processing 
method which is quite popularly used in the Natural 
Language Processing (NLP) studies [32]. Several tasks adapt 
SRL techniques to their own approaches e.g. Biomedical 
domain [32] , [33]. Conventionally, several SRL techniques 
are used for the documents in the newswire domain like 
question-answering. 

In Ref. [34], researchers suggested the semantic frames or 
structures and also used similar frames for ordinary roles or 
themes like the FrameNet which was proposed by [35] and the 
PropBank introduced by [36]. In Ref. [37] researchers 
suggested several applications of the neural networks which 
are based on the SRL techniques for extracting relations from 
the biomedical documents automatically. This technique 
mainly uses the SENNA toolkit which was developed by the 
authors of Ref. [38] and has been used in several applications 
that deal with documents. The SENNA toolkit uses the neural 
network algorithms for extracting the arguments and the 
semantic roles from all the statements in a text. The authors, 
who introduced this toolkit, used it for extraction of the 
semantic relations between the various terms in a biomedical 
text document. 

SRL is commonly used for the text content analytical tasks 
like text retrieval [39], information extracting [40], text 
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classification [41] and sentiment analysis [42]. In Ref. [43], 
the researchers introduced a new technique which combined 
the SRL approach with the General Statistic Method (GSM) 
for determination of the key sentences present in the text for 
the purpose of generating single-document extractive 
summaries. Initially, they used the SRL technique and the 
semantic similarity measure for computing the statement 
similarity score. Next, the GSM technique was used for 
computing the sentence scores based on the features, without 
considering their weights. Thereafter, the sentence scores, 
which were obtained by both these methods, were combined 
for assigning an overall score to every sentence and the 
high-ranked sentences were then extracted depending upon 
the 20% compression rate. 

C. Triangle Counting Approach 
Many studies were conducted for discovering fresh 

algorithms in order to count triangles in Data Graph Sets. Ref 
[44] aimed to explore a new sampling algorithm in order to 
count triangles. They aimed to implement the technique on 
networks that are considered big. They proved speed-ups 
which are seventy thousand times faster in the triangles of 
counting. Regarding the performance level of the concerned 
algorithm, it shall be deemed accurate when the densities of 
the triangles are considered mild. Ref [45] showed that the 
parallel development shows a high level. They displayed a 
fresh algorithm that is indiscriminate to estimate how many 
triangulations there are in a graph that is undirected. 
Regarding the algorithm, it employs the simulation method of 
Monte-Carlo for counting how many triangles are there. 

Based on Ref [46], the researchers adopted an approach 
which can be used for adjusting a graph for turning it into an 
alternative graph along with showing a lower number of 
edges and nodes. The latter study aimed at utilizing the 
technique of counting triangles for mining the graph-based 
association rules. A triangle counting technique for the ARM 
that is graph-based was proposed for having the graph 
reduced for searching for item sets that are common. 
Regarding the triangle counting, it was merged with the ARM 
method that is graph-based. It involves 4 significant steps. 
These steps are: Demonstration of Data, Production of 
triangle, Demonstration of bit vector and Triangle 
combination with the ARM technique that is graph-based.  

The performance level of the proposed method has been 
compared with the main ARM method that is graph-based.  
Based on the outcomes of the experiment, it was found that 
the developed method is capable of reducing the time of 
execution needed for the production of rule. It was found that 
the latter method creates a lower amount of rules along with 
showing an assurance level that is higher. 

In Ref [47], a graph elimination technique called the 
Triangle Counting Method is introduced to pick the most 
important sentences of the text. The first step is to represent a 
text as a graph, in which the nodes are the phrases and the 
edges are the similarity between the phrases. The second step 
is to create the triangles, after the depiction of the bit vector, 

and the final stage is to acquire sentences based on the values 
of the bit vector.  

This study has shown that one graph can be transformed to 
another graph, with slightly reduced number triangles. The 
utilization of Adjacency Matrix Representation is 
straightforward and this feature has led to faster 
implementation times.  

3. OVERVIEW OF APPROACH 
 
In this section, we describe the steps we took to generate the 
summary based on the semantic role labelling method. The 
main steps that we undergo are as follows: 

1. Documents preparation 

2. Identify Sentence Boundary 

3. SRL Approach 

1. Graph Semantic Model Construction 

i. Tokenization  

ii. Part of Speech Tagging 

iii. Syntactic Parsing 

iv. Semantic and Discourse Analysis 

2. Calculate Semantic Similarity based on 
WordNet 

4. Calculate Sentence Score based on Semantic 
Similarity 

5. Construct Semantic Sub-Graph 

6. Summary Generation based on SRL 

7. Evaluation and Results 

A. Data Pre-processing 
Regarding the initial stage in the summarisation process of 

texts, it involves data pre-processing. In the present study, the 
latter step consists from three sub-steps. These sub-steps are 
listed below: 

- The segmentation of a text 

- Removing the stop-words  

- Stemming the word 

Regarding step No. 1 in the segmentation process of text, it 
seeks dividing the text document into several sentences. The 
researcher employed the method of the stop words removal in 
order to remove the words that are meaningless. The 
researcher employed the stemming algorithm in order to 
delete the affixes (i.e. suffixes and prefixes) which is 
connected to a word. That is done to produce the root of the 
word. Through that step, the researcher extracted the 
significant words that exist in the concerned document. He 
also disregarded the other words. That shall significantly 
influence the similarity between the concerned documents. 
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B. Feature Extraction 
Regarding the document that is textual, it’s represented by 

the following set .  refers to the 
sentence which is found within a specific document  . Then, 
the extraction of features is implemented to the content that is 
textual. The primary useful sentence along with the structure 
of words shall be determined. Each document shall feature 
structures. Such structures include: proper-noun instances, 
thematic-word, sentence similarities, term weights, 
numerical data, sentence positions, sentence lengths, and title 
words. Information about such structures are listed below: 

1. Title words: Regarding the higher scores, they shall 
be assigned to sentences which involve words 
that have been obtained from titles. The meaning 
of the contents shall get conveyed in the title 
words. This is determined as it’s presented 
below: 

 (1) 
2. Sentence lengths: Sentences that are shortened 

–e.g. author lines or date- shall be removed. 
Regarding the normalised length of each 
sentence, it is assessed. Regarding the 
normalised length of each sentence, it is 
determined as it’s displayed below: 

          (2) 
3. Sentence positions: Regarding the higher scores, 

they are assigned to the sentences that occur 
further ahead in their paragraph. Regarding each 
paragraph that has n sentences, the score of each 
sentence is determined as displayed: 

     (3) 
 

4. Numerical data: Regarding each sentence that 
shows numerical terms that replicates main 
statistical figures within the text, they shall go 
through the process of summarizing. As for the 
numerical score of each sentence, it is 
determined as it’s listed below: 

    (4) 

5. Thematic words: The quantity of domain-specific 
or thematic words showing maximum-possible 
relativeness and exist in a sentence shall be 
divided by the maximum quantity that exist in 
the sentences 

    (5) 
 

6. Sentence-to-sentence similarities: The methods of 
token-matching are employed for measuring the 

extent of similarity between each sentence and 
with other ones. A matrix [N][N] is set up. N 
refers to the overall amount of the sentences that 
have been found. It also refers to the components 
that are diagonal and fixed at 0. The assessment 
of sentences shouldn’t be conducted in 
comparison to themselves. The similarity score 
of each sentence shall be assessed as below: 

     (6) 

C. Computation of semantic similarity between pair of 
predicate arguments  

In this stage, the similarity level of the predicates argument 
shall be measured pair wise in accordance with accepted 
comparisons for the time-time, verb-verb, noun-noun and 
location-location. Regarding the semantic similarity of any 
predicate, it shall be measured in accordance with the 
similarity level of the pair words through the use of WordNet 
thesaurus in order for capturing the relationships that are 
found between sentences. The similarity in the semantic 
aspect is deemed as a score of confidence. It aims at indicating 
the semantic relationships existing between the meaning 
derived from a pair of sentences. If the pair words that exist in 
a predicate label are deemed identical or semantic relations 
are existent, like: hypernym, synonym, holonym and merony, 
the words shall be considered related to one another. 

Based on the experimental results reached in Ref. [48], the 
measure of Jiang & Conrath shows the closest correlation 
with the human assessment in comparison to all the other 
measures of semantic similarity. Thus, this study aimed to 
employ the measure of semantic similarity that is developed 
by Jiang [49]. It aimed to employ this measure for computing 
the level of semantic similarity that exist between each pair of 
predicate arguments. The measure of Jiang is based on 
information content. It indicates that each concept within the 
WordNet has specific information [50]. Based on that 
measure, the similarity level of 2 concepts is determined 
based on the information that is shared by a pair of concepts. 

WordNet was designed at the Princeton University [51]. It 
was designed for establishing a connection between 4 kinds of 
parts of speech.  The latter types include: verb, noun, and 
adverb. They also include adjective. In WordNet, each part of 
speech words shall be organized into taxonomies. As for each 
node, it refers to a set of synonyms or a synset (synonyms set: 
group of words which have the same meaning or shall be seen 
in the same place within the thesaurus), and a gloss or 
definition which convey a specific meaning of a word. In case 
a certain word has several senses, it shall appear in several 
synsets at several locations in the taxonomy. The WordNet 
provides a definition for the relations existing between 
synsets. It provides that for the relations existing between 
word senses. Regarding each synset, it has a single parent and 
forms a tree structure. The latter structure permits the 
proximity of any pair of nodes to be deemed as one of the 
sub-sumer’s function. 
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D. The Graph Semantic Model (GSM) Creation 
For document summarisation processes, the graph 

semantic model (GSM) is considered highly suitable for 
scheme representation. The GSM employs sentence by 
sentence approach for representing information in a 
document. In this method, a directed acyclic graph, with 
relations as links and concepts as nodes, is created by 
converting each sentence. Moreover, the expression of 
knowledge within a document in concepts is based on 
predicate relations between concepts, their senses in the 
current context, and other aspects such as semantic variations 
and semantic roles, which are all captured as attributes of 
concepts. The document representation model is the sum of 
all representations of sentences. 

In the present study, the researcher represents the nodes of 
the semantic graph through sentences. The edge   of the 
semantic graph is associated with similarity weight 

 that is between sentences  and . 
The weight of similarity between sentences is measured based 
on the measure of semantic similarity that was developed by 
Jiang..  

 In the present study, the researcher is concerned in 
significant similarities in semantic aspects. He aimed to 
define a similarity threshold which is set to 0.5 empirically 
[52]. Thus, a link was added between the sentences (nodes) 
that have a semantic similarity level within the range of (0< β 
≤ 0.5). Otherwise, there won’t be link established. We let 

  to avoid self-transitions.  The sentences with 
a similarity that is higher than 0.5 shall be presumed 
equivalent in semantic aspects. It shall be presumed as free 
from the semantic graph in order. That’s presumed to avoid 
having redundant sentences within the stage of generating 
summary. The weight of similarity   that is 
between sentences  and  shall be identified 
based on the measure of semantic similarity that was 
developed by Jiang. 

E. Calculation of Sentence Score based on Semantic 
Similarity 

The measures of sentence similarity play a significant role 
in carrying out the text-related research. They a significant 
role in carrying out the process of text summarization. In 
simple words, a measure represents how alike several items 
are when after comparing them with one another.  An 
accurate measure for measuring sentence similarity shall 
improve the computer-human interaction. In the present 
study, we aimed to measure the sentence similarity. We aimed 
to measure it based on the semantic roles labelling. We aimed 
to measure it based on the semantic similarity as it it’s 
presented through equation number 7.  The sentences scores 
that are within the range of (0-1) are defined as shown below 
based on the semantic similarity combined with the features 
chosen for each sentence.  

     

(7) 
Where  is the semantic similarity between   
and ,   is the bit vector of sentence   and 

  is the score of features selected for 
each sentence. 

F. Sub graph construction 
The following step is represented in constructing the 

triangle sub-graph.  Triangles adopt the fact that friends of 
friends tend- as a base line- to be friends. At first, the 
researcher created an Adjacency Matrix. The following below 
represents an algorithm for the creation of the adjacency 
matrix. 

 Next, build list of triangles representing the text. To find 
the triangles in the graph, De-Morgan’s laws algorithm is 
used. The following is the algorithm of De-Morgan’s lows. 

G. Summary Generation 
After measuring the scores of sentences, each one of the 

sentences located in the document got assigned based on its 
score value. Regarding the sentences that have triangle 
sub-graph structures, they got chosen for consideration. The 
latter sentences got associated two other ones at least. A rate 
of compression that is deemed as close to 20% of the core 
textual content -was deemed to be as instructive of the 
contents as the document’s complete text [53]. In the last 
phase, the summarizing sentences got organized in 
accordance with the order of their conceptual occurrences as 
they were existing within the initial text. 

The algorithm represents the method used to produce of a 
summary and is based on the Maximal Marginal Relevance 
(MMR) concept [54]. Sentences are measured on the basis of 
hybrid similarity values (threshold value). If a comparison, is 
made, if it is noted that the sentences have a similarity value 
greater than the threshold value, then the sentence is 
eliminated because the sentences already imply some 
correlation between them.  Whether the value is greater than 
the threshold value, it shall be included in the summary. This 
allows all the potential ideas mentioned in the text to be 
included. In this way, any person reading the summary would 
understand the idea expressed by the text. 

4.  EXPERIMENTAL SETTINGS 
 

To conduct an experiment on the implementation of the 
suggested semantic-graph based approach for the processes of 
the single-document extractive summarization, the 
researcher employed DUC 2002 document sets (DUC, 2002). 
In the beginning, the researcher employed perform 
pre-processing on the documents. The latter step includes 
word stemming and elimination of stop words. It also 



Yazan Alaya AL-Khassawneh., International Journal of Emerging Trends in Engineering Research, 8(4), April 2020, 1162 - 1169 

1167 
 

 

includes tokenization, and sentence splitting. When the 
documents were pre-processed, the researcher applied SRL 
for extracting the predicate argument structure from the 
document’s sentences. The researcher ranked the sentences 
based on 6 features with their probabilities combined with the 
Bit-Vector for each sentence and the semantic similarity 
value. At the end, the top ranked sentences got selected as 
being a summary for the primary text. They got selected based 
on the rate of compression. The researcher employed 3 
measures for assessment. These measures are: Mean coverage 
score (Recall), Precision and F-measure for assessing the 
approach of this study. 

5. EXPERIMENTAL RESULTS 
 

The proposed semantic approach is assessed in the context 
of single-document extractive summarization task, using 103 
articles/data sets delivered by the Document Understanding 
Evaluations (DUC, 2002). For each set of data, the approach 
of this study provides a summary with 20% rate of 
compression. For comparing the performance level of the 
proposed approach, the researcher conducted a comparison 
between the results of this study and several benchmark 
summarizers. These benchmark summarizers are: GSM-SRL 
[44], FazzyGA-SRL [55], Microsoft Word 2007 summarizer, 
Copernic summarizer, Best automatic summarization system 
in DUC 2002, Worst automatic systems in DUC 2002, and the 
average of human model summaries (Models). It was found 
that researchers who employed the GSM-SRL and 
FuzzyGA-SRL based methods have extracted only the 
ROUGE-1 results used to represent the methods performance. 

For comparative evaluation, Table 1 shows the mean 
coverage score (recall), average precision and average 
F-measure obtained on DUC 2002 dataset for the semantic 
sub-graph approach using ROUGE-1, while Table 2 
compares the semantic sub-graph approach using ROUGE-L. 
All these values are generalized at a 95% confidence 
interval.The present study focused on finding the influence of 
features. It focused on the employment of several 
measurements of similarity for creating the Triangles 
Sub-Graph. It sheds a light on using SRL for creating the 
Semantic Sub-Graph for the production of the summary. 
Based on the generalization of the results and the 
performance level of the developed model, employing the 
sub-graph obtained shall show the best value. That applies 
when employing single feature or combined ones. 

Using single feature, in Triangles sub-graph, has the best 
value is related to Sentence to Sentence (S2S) feature, which 
is 51.213%similar to human generated summaries using 
ROUGE-1; and 51.315%similar to human performance using 
ROUGE-L. The same for combined features, the best 
sub-graph representation is the Triangles Sub-Graph, which 
is 54.387%similar to human generated summaries using 
ROUGE-1; and 51.414%similar to human performance using 
ROUGE-L. In addition, it is very clear from the results that by 

using combined features, the results are better than using 
single feature. 

 
Table 1: Comparison of Single Extractive Document 
Summarization using ROUGE-1 result at the 95% confidence 
interval for Triangles SRL model using single feature 

 
Method Precision Recall F-Measure 
H2:H1 0.51656 0.51642 0.51627 

MS-Word 0.47705 0.40325 0.42888 
Copernic 0.46144 0.41969 0.43611 

Best-System 0.50244 0.40259 0.43642 
Worst-System 0.06705 0.68331 0.1209 

GSM-SRL 0.48886 0.44795 0.46336 
FuzzyGA-SRL 0.49296 0.45590 0.47033 
Triangles SRL 0.51213 0.5134 0.51269 

 
Table 2: Comparison of Single Extractive Document 
Summarization using ROUGE-1 result at the 95% confidence 
interval for Triangles SRL model using combined features 

 
Method Precision Recall F-Measure 
H2:H1 0.51656 0.51642 0.51627 

MS-Word 0.47705 0.40325 0.42888 
Copernic 0.46144 0.41969 0.43611 

Best-System 0.50244 0.40259 0.43642 
Worst-System 0.06705 0.68331 0.1209 
Triangles SRL 0.51315 0.51445 0.51414 

 
6. CONCLUSION 
 

The aim of this study was to use Semantic Role Labelling 
(SRL) to create a Graph Semantic Model (GSM) that would 
be used to find a summary of a single document. This model 
was trained and validated using a series of one hundred and 
three documents obtained from the DUC 2002 dataset. 

The system takes into consideration many features: Title 
words, Lengths of Sentence, Positions of Sentence, Numerical 
data, thematic words and similarities of sentences. Also, it 
focuses on the use of SRL, which focuses on establishing 
relations amongst concepts of text constituents, is considered 
to enhance the performance of the single-document extractive 
summarisation processes. 

The findings of the recommended summarizer in this 
research were compared with specific summarizers, such as 
such as Microsoft Word 2007 summarizer, Copernic 
summarizer, Best system, Worst system, GSM-SRL and 
FazzyGA-SRL. The ROUGE toolkit has been used to test 
system summaries at 95% confidence interval and to obtain 
results using average recall, precision and F-measurement. 
The F-measurement was chosen as a validation criterion 
because it incorporates both the recall and precision of the 
results of the test. 

The experimental findings based on the proposed system 
indicate that the Triangle-Subgraph using SRL (Triangles 
SRL) is the best illustration for a comprehensive summary. 
The results show that the best average precision, recall and 
F-Measure are produced by our proposed method. 
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