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 
ABSTRACT 
 
Non-stationary thermal wave imaging (NSTWI) which is one 
of the techniques of Infrared Thermal Non-Destructive 
Testing (IRTNDT) plays a vital role in inspecting, evaluating 
and analyzing various materials. With excellent capabilities 
for surface and sub-surface crack and back holes detection, 
moderate peak power and taking less time in analyzing results 
when compared to lock in thermography and pulsed 
thermography, NSTWI excel in this domain. This paper 
highlights comparison of various NSTWI post-processing 
techniques, further experimentation is done to detect defects 
in composites. Signal to noise ratio of each post processing 
technique is considered and the best technique is chosen.  
 
Key words : Infrared Thermal Non-Destructive Testing, 
Signal to noise ratio, Non-stationary thermal wave imaging. 
 
1. INTRODUCTION 
 
Detection of back holes and cracks in metals are particularly 
important in the quality analysis of metal specimen as they 
can be a starting point for severe damage. The performance of 
the components used is extremely important in many 
industrial divisions, especially in the manufacture of safety 
critical components [23].  Non-destructive testing is the 
analysis of discontinuity materials, without destroying 
components of the sample. The element can still be used after 
careful examination of the sample [16]. Present 
non-destructive tests are widely used to ensure distribution, 
production performance, monitor manufacturing processes 
reduce production costs and keeps a consistent level of quality 
during the manufacturing processes. 
Thermal radiation-based infrared imaging has emerged in 
recent decades as an efficient, fast and wide inspection area. 
Non-destructive infrared testing (IRNDT) [13,18] is 
considered to be a versatile testing process with the potential 
for testing detecting defects in materials such as composites, 
metals and semiconductors. Compared to other NDT 
techniques, the main advantage of thermographic inspection 
is that it can observe a large area in a short period [22]. 
Both qualitative and quantitative sub-surface tests, it uses 

 
 

temporal temperature evolution over the sample body. It can 
be split into active and passive strategies based on the process 
of bringing in confusion before scanning. For passive 
thermography analysis, the natural surface temperature 
evolution of the sample body is specifically considered 
compared to its equivalents for identification of defects for 
evaluation and irregular area thermal signature [1, 5]. 
Temporal signature is used for quantitative analysis. Active 
thermography therefore uses the evolution of surface 
temperature after stimulation of the external source [26, 27]. 
Infrared non-destructive testing (IRNDT) is gaining attention 
because of its non-contact, non-invasive and wide area 
inspection capabilities. Among the existing IRNDT 
techniques, pulse thermography is noted for simplicity and 
well-established methodology. Pulsed phase thermography 
uses Fourier transforms in thermal response collected after 
pulsed simulation to represent subsurface irregularities to 
unscramble waves of different frequencies. FMTWI can solve 
issues associated with methods such as peak energy in 
repeated LT testing. 
In lock in thermography, the specimen is excited by low 
power and low frequency sinusoidal periodic excitation as low 
frequencies are less attenuated compared to high frequencies 
and travels deeper into the test object. LT uses harmonic heat 
to energize the sample surface at low-power, enabling us to 
calculate amplitude and phase angle.  
For Quadratic frequency modulated wave imagery 
(QFMTWI), more energy is concentrated at low frequencies 
rather than high frequencies, unlike linearly modulated wave 
imaging, which enables better depth detection than its 
linearly modulated counterpart [3]. It uses a quadratic sweep 
of a frequency band applied to solve the anomalies at different 
depths in a single experimental period for a finite duration at 
low peak powers. Therefore, quadratic modulated excitation 
provides more heat deposition, better depth resolution 
 
2. THEORY 
 
2.1 Quadratic FMTWI 
 
In Quadratic frequency modulated thermal wave imaging, the 
surface of the test specimen is provided with a QFM chirped 
stimulation that consequently generates thermal waves which 
are similar and closer to the surface that perpetuate into the 
object's interior [4,25]. Such thermal waves that migrate, 
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further reflective from boundary and lead to an increase in 
temperature across the surface of the body. The temperature 
reaction which is accomplished by 1D thermal equation is: 

2

2

1T T
x t
 


                              (1) 

Where α is diffusion coefficient; T is the instant temperature 
at depth x and time t ; L is the thickness of sample ;  
Quadratic frequency-modulated heat flux, using the boundary 
conditions given by: 
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                            (3) 
Where Q0 is the incident heat flux magnitude; k is the 
material’s thermal conductivity; initial frequency is f0; b is 
the sweeping speed. 
Temperature at depth x is obtained when solving the heat 
equation using the boundary conditions as described in 
Equation (2, 3) as: 
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These propagating waves, disturbed by a sub-surface 
discontinuity, contribute to a localized temperature variation 
upon the test specimen’s surface at the relevant locations and 
further used for detection.  
The length of thermal diffusion for QFMTWI is as follows: 
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       (5) 
From Equation (5), it is evident that the μ dependency on t 
indicates that QFMTWI is capable of analysing defects at 
different depths within a single test period and thus providing 
sub-surface depth scanning. 

2.2 Pre Processing 
The thermal responses of thermal profiles are generated by 
applying either linear fitting or discrete Fourier transform 
(DCT). The linear fitting technique eliminates thermal 
response’s stationary portion as it increases linearly over 
time. Over these mean thermal profiles different processing 
methods will be applied and the corresponding sub-surface 
details will be extracted. 
 
2.3 Post Processing Techniques 
 
Through these pre-processed thermal profiles, different 
processing methods such as frequency domain phase analysis, 

time domain phase, pulse compression, principal component 
comparison etc. are used to detect underground phenomena 
with improved contrast [15]. 

A. Phase Analysis 
A Fourier transform is applied in phase analysis to each 
pixel's dynamic response and the resulting phase data is 
obtained using (6) and If Re(F(n)) is the real part of the nth 
element and Im(F(n)) is the imaginary part of the nth element 
of the f[n] transformation [9] of Fourier then duration is 
calculated at any frequency from (7) 
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B. Correlation 
Pulse compression is a tool of evaluating the time domain. 
Details of a pixel in captured thermograms are ordered in this 
method in a series called the pixel's temporal thermal profile. 
With all the pixels in view, a similar procedure is replicated 
and corresponding thermal profiles are created for all the 
pixels [24]. 
Both profiles include the temporal thermal response relating 
to the excitation offset and the adaptive response according to 
the excitation being proposed. To obtain only the 
corresponding dynamic response, the offset is removed from 
each profile using an appropriate data fitting procedure (a 
linear fitting procedure is generally to be adopted). By taking 
the average of a few randomly selected mean excluded 
non-defective pixel profiles, a reference profile is created 
[8].Between the mean thermal profiles of each and every pixel 
and the reference pixel, cross-correlation is done in the next 
stage. This cross-relation results in a standardized data 
sequence of correlation. For all the pixel profiles in view, a 
similar correlation profile is calculated [21]. 
These profiles have been rearranged so that at the delayed 
moment the correlation coefficients of every pixel which are 
normalized are stored in their respective spatial positions [17, 
20] to form correlation picture. As shown, due to their 
reliance on delay and attenuation corresponding to the defect 
profiles, they can provide a spatial variance at defect 
locations. This contrast coefficient was used to detect defects 
in comparison images. This technique for identifying defects 
is similar to the time domain thermography study of Pulse 
thermography [14]. But the additional benefits gained with 
this approach are noise removal while processing and 
improving SNR [19]. 
The cross correlation of the thermal response is given by R (t). 
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



 
         (8) 

Where g (t) and h (t) are thermal response and preselected 
thermal response respectively. 
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C. Principal component analysis 
Principal component analysis is method used to project data 
orthogonally and to reduce dimensional linear space which is 
also called as sub-space hence increasing the projected data’s 
variance. It optimizes the variance. 
Main components are determined by performing 
multiplication between each column of own vector matrix and 
original data matrix [23]. Eventually, the main element 
matrix reconstructs a 3D sequence. 
The projection of these Eigen vectors V into the original data 
S is given by 

1
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D. Orthonormal projection Transform 
Study of orthonormal projection uses the algorithm of 
Gram-Schmidt to produce orthonormal random vectors, and 
thermal profiles are also mapped onto them to obtain 
normalized random coefficients of projection. 
3D thermal history is initially transformed into a 
two-dimensional matrix in this approach, the vectors of 
which are produced by reorganizing different thermogram 
pixel values. This is replicated with all the thermograms 
collected in various instances, i.e. a thermogram series 
recorded at the rate of 25 frames per s for 100 s provides 2500 
thermograms each with a resolution of 320 / 250 resulting in 
a matrix row vector of 80,000 elements with 2500 elements in 
each column [7]. 
Between them, a first column vector f1 (n) is normalized and a 
first random vector is generated using V1 = f1 [n]/ ||f1 [n] || 
somewhere between the two columns [6]. This standardized 
random vector is then used with the next column vector f2 (n) 
to produce the next random vector V2, as shown in the 
equation below: 

Tv = f n - v f n V1 22 2 1
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  (10) 

The process continues with all column vectors and the 
resulting random vectors are produced to formulate a random 
matrix produced from the Gram-Schmidt algorithm with 
orthonormal base vectors. The random matrix columns are 
constructed with two-dimensional thermal data. In addition, 
the matrix of projection coefficients corresponding to each 
random vector was rearranged to form random projection 
images with a resolution [10] equal to a thermogram to define 
subsurface anomaly indications using the contrast coefficient 
of projection. 
 
3.  EXPERIMENTATION 
 
A 16cmX16cmX0.5cm GFRP specimen with flat back holes 
of various diameters at different depths is designed and 
simulated with quadratic frequency modulated thermal flux at 
front plane in COMSOL Multiphysics software.  

 
Figure 1: a. Experimental schematic of QFMTWI and b. 

Layout of GFRP specimen (all dimensions in mm). 
Specimen layout is shown in fig 1. b. A 2KW excitation of 
quadratic frequency modulated with a range of frequencies 
starting from a range of frequencies 0.01-0.1 hertz is imposed 
for a time of 100 seconds. Then, thermal response from the 
surface of the material is captured at the rate of 25frames per 
sec. This captured thermal response has been processed with 
various post processing techniques employed to extract the 
subsurface details.  

4. RESULTS AND DISCUSSION 
On the acquired thermal response, FFT phase, Pulse 
compression, principal component analysis and orthonormal 
projection analysis techniques are employed. Results shown 
in fig. 2.a is FFT phase at 0.027Hz, fig. 2.b is Pulse 
compression at 16.08sec, fig. 2.c is 2nd PCA and fig. 2.d is 1st 
random projection component. From the results, it is observed 
that random projection transform provides better results in 
defect visualization compared to other processing schemes. 

 
Figure 2: a. FFT phase at 0.027Hz, b. Pulse compression at 
16.08sec, c. 2nd principal component and 1st random 

projection component for raw thermal response. 
 
 



B. Suresh et al.,  International Journal of Emerging Trends in Engineering Research, 7(11), November  2019, 599- 603 

602 
 

 

Further signal to noise ratio is employed on each defects for 
afore mentioned processing techniques. SNR is the ratio 
between differences in means of defective region to 
non-defection region divided by the value non-defective 
region’s standard deviation. The Signal to noise values are 
represented in below fig. 3, inferring that random projection 
transform gives better signal to noise ratios. 
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Figure 3: Signal to noise ratios of different post processing 

techniques employed on GFRP sample 

5. CONCLUSION 
In this paper, pre-processing on a GFRP sample which is 
having flat back holes is initially implemented and extracted 
the thermal response of it through applying Quadratic 
frequency modulated thermal flux. Then on that thermal 
response, various post processing techniques were applied. By 
observing the results, it is concluded that Orthonormal 
projection analysis gives better results as it has good defect 
detection capabilities and improved signal to noise rations 
than other post processing techniques. 
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