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 
ABSTRACT 
 
Outlier detection considered as non-trivial task because it can 
be misclassified as noise, also sometimes it can be 
misclassified as normal data or otherwise. Difficulties level of 
detecting outliers arose in time series data, it happens because 
different context has different amount of outlier data set. One 
of type data which considered as time series is air quality data 
set, because level of air quality can be different over time. In 
order to overcome the difficulties of detects outlier in time 
series data set, this research compare three different 
techniques of outlier detection are : statistical, density ratio, 
and forecasting technique, using the same data set about air 
quality data set in Madrid in three year period. The result of 
this research concludes that density ratio has outperformed 
the other two techniques that obtain the highest balanced 
accuracy and the lowest percentage of FAD. The lowest 
percentage of FAD means that those technique have the 
ability to not misclassified outlier data set as normal data or 
otherwise.  
 
Key words : Air Quality Data Set, Big Data, Density Ratio, 
Outlier Detection. 
 
1. INTRODUCTION 
 
In rapid development today, data which shared between 
various stakeholders coming from different sources. Those 
condition creates data set consists of various format and large 
in term of size, which can lead to the efforts which takes to 
process the data becoming non-trivial task. The origins of 
data which comes based on different types and formatting 
alongside with the quality which vary from one source and 
others, it can leads to the appearance of outliers in data set. 
 
Data set can be considered contain outliers if one or more data 
has different behaviour compare with the dominance of data 
in data sets[1]. Detecting outliers in data set becoming 
non-trivial task because the appearance of noise which share 
similar behaviour with outliers can create confusion and 
misclassified of detection between them. However, according 
to[1] stated that the occurrences of outliers in data set lead the 
interest of analysist because outliers in data set often lead to 

 
 

hidden and useful information, while noise does not contain 
any useful information [2]. Therefore, their existence often 
ignored by analyst. In many cases, the evidence of the 
usefulness of the presence of outlier already proven in many 
fields. In health area, cancer can be detected using the 
examination of the presence of unusual cells activity that 
appeared in human body [3]. In traffic data area, the presence 
of outlier data in data set can be used to build a decision 
support system which gave users the recommendation of the 
best route to choose in order to prevent congestion [4]. In air 
quality control, outlier detection can be used to build 
automation measurement tools which useful to inform the 
citizen about the index of air quality in those area[5]. The 
existence of those tools can make citizen aware if harmful 
pollution occurs. 
 
Because of the usefulness along with the difficult work for 
detecting outlier in large data, it leads many research concern 
to propose different technique in different areas of research. 
Those situation lead that outlier detection commonly known 
as collaborative research area, such as in statistical based, 
machine learning and data mining. That three techniques 
widely known as the main three approaches in outlier 
detection [6]. 
 
Even though many hidden and advantageous information can 
be extracted from the existence of outliers in data set, many 
studies stated that detecting outlier in data set become a 
challenging task because different technique of outlier 
detection does not have the same degree of success rate on 
different types of data set. [7]. According to that challenge, in 
order to attempt outlier detection successfully this research 
discusses three techniques which used in outlier detection in 
air quality control domain, are : statistical, density ratio, and 
forecasting technique. 
 
This research concern about air quality in Madrid in three 
years period from 2016 to 2018, in station Parque del Retiro 
(28079049) in Comma Separated Values (CSV) format, the 
data set was taken from Kaggle Website [8].  
 
2. BACKGROUND AND LITERATURE REVIEW 
 
In this part discussed about the increasing demand of big data 
and the importance of data preparation followed by types 
outliers may occurred in data set, and labelling data set.  
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2.1 The Existence of Big Data 
 
In today development, big data considered as hot topic which 
almost discussed everywhere in this world. Those 
phenomenon occurs because data which needed in most 
organisations required in big size of data and those data 
comes from many sources. The availability of data increase 
very significantly due to the ease of accessing data itself and 
the development of internet which become massively increase 
these days. According to [9] the large amount data which 
created today, comes from various devices and social network. 
Another experiment about big data suggested that [10] data 
has large amount of size effected by the increasing speed of 
collecting data set. The increasing amount of data also 
discussed in [11] which stated that in 2.5 quintillion bytes 
almost 90% of data were produced in the last two year. Based 
on the advantages which carried by managing big data set, 
many companies try to collect as many data as possible. Those 
behaviour causes people to take data based on their quantity 
over quality [12].  
 
Possessing data without prior knowledge cause the data 
become unstructured data with different formatting levels, as 
discussed in [13] which stated that more than 80% of data 
exist today are unstructured data, while the rest known as 
structured data. Valuable information may be hindered from 
researchers if data set which possessed in company contains 
from unstructured data set. According to [14] stated that big 
data can be classified as 3V model, contains Volume, Velocity 
and Variety. Big data brings many valuable information that 
people can extract. However, in order to get high degree of 
success rate on outlier detection area, it is necessary to prepare 
data set before being processed into next step.  

2.2 Data Preparation 
 
In air quality data set, before information can be extracted, it 
is necessary to perform data preparation in initial step, as the 
preparation of data consider as important task. Based on [15] 
suggest that data preparation process belongs to important 
part to examine the data set because it will escalated the 
quality of data from unstructured data into semi-structured or 
structured data set. There are four steps which needed in order 
to prepare the data set, are : data transforming, data 
integration, data reduction, and data cleaning. 
 
Data transforming is needed in the first step to prepare data, 
because as discussed above that large data set may contain 
from various format because it comes from various sources. 
Therefore, data need to be transform into one type of data or 
homogenous because existing machine cannot process data 
which have different type of formatting [16]. In the next 
process, data integration need to be performed to collect the 
data set which come from various sources. This process 
considered essential because it can improve the valuable 

information gathered. It followed by the proses of reducing 
data which aim to lessen the amount of data. Based on 
research of [17] concludes that some advantages can be 
obtained in the data reduction process. One of the advantages 
are, the processing of data set become faster and the speed to 
collect valuable information becoming shorter.  
 
Data cleansing, become the next process needed. It is known 
that data  which contain form unnecessary information likely 
being discarded in data set. The ordinary process of cleaning 
data set [18] contains of detects, repair, and remove data. In 
regard of task which used in extracting information form data 
set, it can be said that data preparation are the tidiest and 
challenging task in large data set. 
According to [19] in early development, it suggests that only 
majority type of data which will be preserved in data set, while 
data that has minority part can be classified as noise and will 
be removed. However, nowadays it discovered that data set 
which has minority behaviour in their environment may 
contain interesting information than normal data. As 
discussed in part 1 that outlier contain useful information 
while noise does not have any important information. 
Therefore, noise in data set will be removed in cleansing part, 
while outlier remain stayed in data set. The discussion about 
an outlier will be presented in chapter 2.4 
 
2.3 Air Quality Data Set 
 
Based on [20] through analysing air quality data set, it can be 
used to examine the association between health level in 
human body and the level pollutant in particular area. 
Therefore, it is important to analysed the pollutant level in 
one area to refrain human body from disease an alert them. In 
general, the pattern of air quality data changing over time, the 
concentration level of pollutant during the day used to be 
higher compare in the night. Therefore, it is necessary to 
divide the data set in each hour, because the behaviour of air 
quality data set belongs to time series data set. 
 
Time series data already drawn many interest of researchers 
because the characteristics owned by time series shows the 
various record and has more sensitivity based on time which 
differs from static data set that showed constant movement 
[21]. Several approaches already applied to get a good 
accuracy in time series data set. One of approach [22] stated 
that the segmentation in time consider as important task to be 
applied, because it creates the higher accuracy in data set. The 
process in dealing with time series data set should consider 
the change of data over time because it’s the nature of time 
series data which always has changing point value according 
to time. 
 
Therefore, in dealing with air quality data set in this research, 
it is best to fragment the data set in every hour. The 
segmentation of time should be performed because the 
behaviour of any elements which effect the level of pollutant 
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differ between hour. The data set in this research are using air 
quality data set in Madrid between 2017 and 2019 as stated in 
chapter 1. 
 
There are 14 gaseous pollutant which collected in Madrid air 
quality data set, however, only  which used in this 
research. The threshold between normal and outlier in this 
data set has been set based on the Air Quality Index (AQI) 
level [23]. The threshold value of normal data set is below 361 
part per billion (ppb) of the concentration of  which has 
the similarity about 150 in AQI which considered tolerable 
for insensitive groups as stated on [23]. Otherwise, the value 
of data set above 361 considered as an outlier because beyond 
that index the air quality becoming unhealthy for people’s 
live. 
 
The fragmentation in Air Quality data set only concerned 
about differentiation in time, while in weekend and weekdays 
share the similar distribution pattern of data which can be 
seen in figure 1. Therefore, in this research does not concern 
about day fragmentation. 

 
Figure 1: Distribution Pattern in Days 

 
2.4 Outliers of Data Set 
 
As discussed in chapter 1, outliers should be preserved in data 
set because it brings important information. Based on [24] 
stated that data set can be classified as an outlier, whenever 
data set acts differently compare to the others data set that has 
major occurrences, and the distance of that data occurs far 
away compare to normal data. The illustration of outliers data 
in data set can be seen in figure 2 [1]. 

 
Figure 2: Outlier appearance in data set 

(Source : [1]) 

According in figure 2 it can be seen that data consist of two 
normal groups and three outliers groups distribution. The 
outliers groups are , , and because the appearance of 
them considered as minority compare to two other groups and 
their location is far away compare to  and  
 
In general, there are three major types of outliers data are : 
point , contextual, and collective outliers. Fraud detection, 
and cancer detection can be classified as point outliers [6]. 
Data set can be considered as contextual outlier depends on 
the situation, the illustration can be seen in figure 3[6]. 

 
Figure 3: Contextual Outlier in Data Set 

(Source : [6] ) 
  
Based on figure 3, condition in  considered as normal data 
set because that temperature occurred in winter, while in  
considered as normal data set because that temperature 
occurred in winter, while in with the same degree of 
temperature considered as an outlier in data set because it 
happens during summer, and the neighbourhood on those 
data set does not shared the similarity. Contextual outliers in 
data set typically occurs in time-series data set. While 
collective outlier determine the outliers data based on 
time-period [6] which typically occurs in stock market. 
 
Based on the explanation above and the observation of data 
set in air quality data set, this research can be considered into 
contextual outliers because its occurrences has heavily 
dependent into the time of data set. The example of different 
distribution on Madrid air quality data set presented in figure 
4. 
 

 
Figure 4: Distribution Pattern based on hour 

 
2.5 Labelling Data Set 
 
In outlier detection context, the availability of labelling data 
set also takes essential part to determine which techniques 
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need to be applied in detecting outliers data set. Three types of 
methods has been known in machine learning to work with 
data set, are : unsupervised, semi-supervised and supervised 
learning. 
 
Unsupervised Learning assumes that data set in real words 
does not have any labels on it. It does not divide data into 
training and testing data set. In order to detect outlier in data 
set which does not have any labels, it used assumptions that 
data gather together within close distance considered as 
normal data. Some techniques which used this learning 
behaviour are clustering approach and distance approach. 
 
Semi-supervised has combine the techniques between 
supervised and unsupervised learning [24]. This techniques 
used only one label of data as training data which is normal 
data. This learning approach assumed data that have far 
differences compare to training data can be concluded as 
outliers. 
 
In supervised learning, data can used this learning method if 
the availability of data consists of two classes data which is 
outlier and normal data set. Similar with semi-supervised 
learning, this method needs training and testing data to 
perform outlier detection. However, there are major issue in 
supervised learning regarding the outlier detection. It is 
because the occurrences of imbalanced data set because 
labelling data in outlier class can be considered as non-trivial 
task since it does not occur as many as normal class [25]. 
 
Based on the discussion of the learning method available in 
outlier detection, this research will mainly perform 
techniques which has approached in unsupervised, and 
semi-supervised learning because the appearances of outlier 
in data set in real world become too wide to define. The label 
data can be obtained using the threshold on AQI index level 
[23], and already discussed in part 2.3. 
 
3.  RELATED WORK 
 
Many research and methods have addressed in this area to 
handle the problem which happens in detection of outlier in 
time series data. According to [26] outlier detection in time 
series data is non-trivial task because it needs to handle many 
aspects, especially the condition in specific time-frame. Those 
research used local outlier approach, and stated that there are 
several types of approach which can be used to detects 
anomaly on local outlier, the research discuss the limitation of 
each approach. 
 
In windows based approach, it stated that in this approach 
window size in data set need to determine carefully since it is 
the most important items which contributed in the percentage 
of accuracy obtain in the final measurement. The narrower 
the window size the higher degree of accuracy obtained. 
Besides that, the time computation using windows based 

approach turned out to be expensive and require longer 
process compare to others. Another limitation found are if the 
distance from normal data and centre point has same value 
with outlier data and centre point, it can be mistakenly detect 
outlier as normal data or otherwise. 
 
Another approach using Euclidean distance in density 
approach turns out to have the best degree of accuracy among 
others methods used. Meanwhile, prediction based using 
Autoregressive in moving average (ARIMA) or 
autoregressive (AR) is critical to any shifting point in the 
middle of data set. It also considered oversensitive to detect 
outliers so the result using this approaches have low 
percentage in accuracy.  
 
Other research about traffic data conduct [27] that also used 
windows size of time, in regards to achieve greater accuracy, 
it is necessary to determine windows size very carefully. 
Another approach in outlier detection proposed by [28] in 
detecting outlier in stock market using three steps which 
applied. The initial step to perform is create the model in data 
set, in the research it used density function to generated data. 
It is also make an assumption that data stayed in gaussian 
model. The next step are build a model in time series data 
using AR calculation, and finally it will give a score for every 
data to decide whether data belongs to outlier or normal data. 
Other techniques [29] in traffic data need data transformation 
to handle the limitation of  wrongly detects data into normal 
and outlier data set. 
 
Based on the previous researches using different techniques, 
this research compared three different techniques, are: 
statistical, density ratio, and forecasting technique. In this 
research data set fragmented in an hour window time, without 
differentiation of days as discussed in part 2.3. The further 
explanation about three chosen techniques described in 
chapter 4. 

4. ALGORITHM FOR OUTLIER DETECTION 
 
4.1 Statistical Technique 
 
In order to perform statistical technique this research use 
adjusted boxplot technique. The underlying reason regarding 
the chosen technique because adjusted boxplot does not 
assume data has normal distribution  which become the 
limitation of original boxplot proposed by Tukey [30]. 
Adjusted boxplot considered better choice compare to original 
boxplot because data in real word does not always contains 
normal distribution[31]. In air quality data set used in this 
research does not have normal distribution as seen in figure 
2.1. Therefore, it is suggested to use adjusted boxplot in 
predicting outlier data set. This technique belongs to 
unsupervised learning because no assumption has been made 
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regarding prior data set. In order to detects outliers adjusted 
boxplot using fence with two conditions, are : 

- Medcouple > 0 use range “ܳ3 +(1.5 ݁3 ܴܳܫ∗ ܥܯ) and  
 ”(ܴܳܫ∗ ܥܯ 4−݁ 1.5)− 1ܳ

- Medcouple < 0 use range “ܳ3 +(1.5 ݁4 ܴܳܫ∗ ܥܯ) and  
 ”(ܴܳܫ∗ ܥܯ3−݁ 1.5)− 1ܳ

 
 
Every data set which lies beyond the fence considered as 
outlier data set, while data set inside fence classified as 
normal data. A package called “robustbase” has been used in 
R Software to implement adjusted boxplot. Data preparation 
using this statistical techniques illustrated in table 1. The 
design of package and workflow in statistical technique from 
data set to evaluation measurement can be seen in figure 5. 
4.2 Density Ratio Technique 
 
Technique used density ratio approach based on paper [32], 
which called densratio afterward. Densratio technique can be 
considered as semi-supervised learning, because it only used 
one labelled data as training data set as discussed in chapter 
2.5. According to [6] semi-supervised learning proven to be 
more applicable in detecting outliers in data set compare to 
other methods. It is happen because in real word data, normal 
distribution can be found easily while outlier data set rarely 
found, and it can leads to imbalance data set. 
 
In this method, to detect outlier data in every data set, density 
ratio estimation has been made. This technique, works by 
comparing the ration density between training and testing 
data. The formula used for densratio technique written below 
: 

 

        (1) 
 
Based on the equation (1), it can be explained that the 
estimation ratio of data set (  can be obtained by divide 
the density of training data set (  and testing data set 
( . The data point considered as an outliers data set if 
the ratio of density has low value or closed to zero while 
normal data has high value of density usually closed to one. 
 
In order to perform ratio estimation using densratio technique 
used statistical approach called “unconstrained Least-Square 
Importance Fitting” (uLSIF) [32]. uLSIF has chosen because 
that algorithm provide many variation of cross-validation 
(CV). The advantage of variety CV has been applied to 
determine the best model used in make the data prediction on 
testing data. As stated above, this density ratio technique 
already assume that only normal data that can be classified as 
training data set, while mix data set ( normal and outlier ) 
considered as testing data set. 
 
 

Densratio technique implemented in R software used package 
called “densratio”[33]. Using this technique, it is necessary to 
split the data into training and testing data set. In order to 
create the model selection in density ratio technique, every 
data points in training data set assume as the centre of data 
set. because all data in training data assumes as normal data. 
Based on that condition, it can assumes that whenever data 
points in testing data has large deviation with the centre can 
be classified as outlier data. That is happen because the result 
between division of training data and testing data which has 
greater distance produced small estimation. Distance 
calculation in densratio technique based on Euclidean 
distance from centres (training data set) and testing data set. 
The data preparation using density ratio technique illustrated 
in table 1. The design of package and workflow in this 
technique from data set to evaluation measurement can be 
seen in figure 5. 
 
 

Table 1: Data Preparation of Each Technique 
 

Requirement Technique 
Adjusted 
Boxplot 

Densratio Forecati
ng 

Separate data into 
training and testing 
data 

- + - 

Extract day,hour, 
and adding GS 

+ + + 

Data set formatting + + + 
Data set Cleansing + + + 
Fragment the data 
set 

+ + + 

Change type of data - - + 
Labelling data set + + + 

 
4.3 Forecasting Technique 
 
This technique has similar approach with adjusted boxplot 
that concludes as unsupervised learning, because it does not 
need to divide data set into training and testing data. The 
underlying reason this technique chosen because it can be 
used to predict the occurrence of data in the future. This 
technique assumed data set as an outlier if the data has big 
difference from the previous data set. In performing outlier 
detection using forecasting technique in R environment used 
package called “tsoutlier” [34]. Forecasting technique in 
tsoutlier package already applied ARIMA model and combine 
the AR model. The data preparation using this techniques 
illustrated in table 1. The design of package and workflow in 
forecasting technique from data set to evaluation 
measurement can be seen in figure 5. 
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Figure 5: Workflow and Packages used in R for each technique 

5. RESULTS OF OUTLIER DETECTION 
This chapter discussed about result and measurement used to 
calculate the accuracy based on selected technique which 
discussed in chapter 4. 
 

5.1 Evaluation Measurement 
 
The ability of each technique to detects outlier in data set 
presented in accuracy. The accuracy of data set obtained from 
comparing GS and prediction yield from each technique. 
According to [35] it is essential to detect outlier as real outlier. 
Therefore, it is considered to obtain high degree accuracy in 
rate detection and low accuracy in false alarm detection 
(FAD). 
 
In order to detects FAD, it is important to used false positive 
rate formula which described in (2) equation. In order to 
handle imbalanced data set, balanced accuracy (BA) need to 
be performed in order to measure accuracy. Based on [36], BA 
important to yield unbiased result in imbalanced data set. The 
formula of BA presented in equation (3). 
 

 (2) 
 

             (3) 
 
5.2 Result in Adjusted Boxplot 
 
The result and measurement of adjusted boxplot in order to 
detects outlier in air quality data set presented in this chapter. 

In this research detect outlier data during days in one hour 
time-periods using  value. Results of outlier detection 
depicted in figure 6. 
 

 
Figure 6: Result of Adjusted Boxplot in Each Hour 

 
According to figure 6, it can be seen that data lies outside 
fence described as a circle and considered as outlier in data 
set. It can be seen that at 09:00 there is one data set considered 
as outlier. 
 
5.3 Result in Density Ratio 
 
In this chapter described the result of outlier detection in 
densratio technique which described in figure 7. In this 
research the setting of threshold set in 0.5, it means that data 
set that has value higher than 0.5 determined as normal data 
set, while below 0.5 classified as outlier. In densratio the 
subjectivity of outlier quite high because the setting of 
threshold highly depend on user point of view. 

 
Figure 7: Densratio Technique at 05:00 A.M 

 
5.4 Result in Forecasting Technique 
 
In forecasting technique, outlier data set need to manually 
labelled since the output of this techniques represented in 
diagram and whichever the outlier comes out it highlighted in 
thick red dot. The illustration of this technique can be seen in 
figure 8. It can be seen in figure 8, there are three outliers lies 
in data set. The type of three outlier which occurred described 
in figure 9. 

RAW Data Set 

Data Preparation 

Oultier Detection + Labelled Data 

Evaluation (R Package : Caret ) 

R Package in : 
- Adjusted Boxplot : Robustbase 
- Density : caTools + Densratio 
- Forecasting : tSeries : tsoutlier 
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Figure 8 : Outlier detection at 03:00 A.M in forecasting 

 

 
Figure 9 : List of outlier detection at 03:00 A.M 

 
Based on figure 8 forecasting technique able to detect outlier 
because there are huge differences value between the outlier 
data set and previous data set. 
 
5.5 Comparison of Each Technique 
 
The measurement of comparison data between data set and 
GS based on FAD and BA depicted in figure 10. It can be seen 
that densratio technique achieved the best technique to detects 
outlier in air quality data set compare to other techniques. It 
can be concludes because densratio achieved highest rate of 
BA and lowest percentage of FAD. which mean it has the 
lowest probability to misclassified normal data set as outlier 
data set or vice versa. 
 

 
Figure 10 : Comparison of each technique 

 
6. CONCLUSION 
 
According to the result described in chapter five, it can be 
seen that density ratio has the best accuracy and the lowest 
probability to misclassified the data set compare to two other 
techniques. Such result can be achieved because in air quality 
data set in Madrid which collected through website [8] the 

occurrence of outlier in that data set has high percentage of 
occurrence compare to normal data set. The two techniques 
are adjusted boxplot and forecasting technique failed to detect 
the outliers because it based on unsupervised learning, which 
in their examination heavily depend on the occurrence of 
majority data set. 
 
Based on that case, if the majority of data set belongs to outlier 
data, it can labelled those data as normal data, even though it 
is outlier data set. Therefore, based on the experiment it can 
concludes that unsupervised learning can work best if the 
outlier in data set occurs in rare frequency. On the other hand, 
density ratio can work best in detecting outliers because it 
based on semi-supervised learning which the data in training 
set only consists of normal data set, therefore if the occurrence 
of data has big deviation compare to training data set 
considered as outlier. Even though the occurrence of outlier in 
data set has big frequency, it does not effects the performance 
of the algorithm. Based on the experiment it can concludes 
that density ratio technique which based on semi-supervised 
learning perform better compare to unsupervised learning, 
event in data set which consist of outlier data set in majority. 
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