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ABSTRACT 
Image inpainting is the process of reconstruction of the 
damaged image and removal of unwanted objects in an 
image. In the image inpainting process patch priority and 
selection of best patch plays a major role. The patch size is 
also considered for producing good results in the image 
inpainting. In this paper patch priority is obtained by 
introducing a regularization factor (ɷ). The best patch 
selection is acquired by using the Sum of Absolute 
Difference (SAD) distance method. The results of inpainting 
are investigated with adjustable patch sizes of 5×5, 7×7, 9×9, 
11 × 11, and 13 × 13 for the proposed method. The 
performance of these adjustable patch sizes is observed by 
using Peak Signal to Noise Ratio (PSNR) and Mean Square 
Error (MSE). The best suitable patch size for good inpainting 
is announced based on the values of PSNR and MSE.  
 
Keywords: Inpainting, MSE, Patch size, PSNR, 
Regularization factor. 
 
1. INTRODUCTION 
 
The unwanted object removal in an image and reconstruction 
of the damaged image is generally termed as image 
inpainting. Image and video inpainting become the best 
research topic nowadays [1-5]. The basic image inpainting 
process is taken by using Partial Differential Equations 
(PDE) the process is called the diffusion method [6]. Later 
Total Variation (TV) model for inpainting is proposed by 
Chan and Shen using the anisotropic diffusion method [7]. 
These methods are well suited for structured images. It is 
modified further by curvature-driven diffusion [8]. In recent 
years enhanced methods in diffusion-based inpainting are 
implemented with fractional order variation models [9-10]. 
The diffusion-based inpainting methods give good results for 
images with a small filling region and fail for a large filling 
region. Texture synthesis and structure synthesis methods are 
used further to inpaint the images with textured and large 
filling regions [11-12]. This process of inpainting is called 
exemplar-based inpainting.  
 
The exemplar-based inpainting was first proposed by 
Criminisi et al. [13]. Criminisi’s method handles both 
structure and texture information of the images efficiently to 
inpaint the unknown region. In the exemplar-based inpainting 
method, the image is having an unknown region and a source 
region.  
 

The best exemplars from the source region are used for filling 
the unknown region. The known region is called the source 
region and the unknown region is called target region. 
Criminisi’s method was extended to a group of images 
instead of one image proposed by [14], which gives good 
results but more time-consuming. There are three major steps 
in the exemplar-based image inpainting process proposed by 
Criminisi et al., first step is to find the priority of the patches 
on the boundary of the target region. Next, determining the 
best matching patch from source region. Finally, the highest 
prioritized patch on the boundary of the target region is filed 
with the best matching patch from the source region and 
updating the boundary of the target region. 
 
The Exemplar-based inpainting mainly depends on the 
patches created on boundary of the target region and patches 
in source region. The size of the patches affects a lot in the 
inpainting results in the exemplar-based method. This mainly 
concentrated on size of the patches taken in source and target 
region. The exemplar-based inpainting suffers from dropping 
effect due to sudden decrement of confidence term which 
leads priority drops to lower values for a smaller number of 
iterations. 
 
     In this paper proposed an alternate image inpainting 
method to avoid the dropping effect. The dropping effect is 
overcome by introducing regularization factor (𝜖)  in the 
confidence term. The new inpainting method is implemented 
for different patch sizes of 5×5, 7×7, 9×9, 11×11, and 
13×13. The inpainting results obtained from different patch 
sizes are comparing and identifying the suitable patch size for 
best inpainting results. 
 
The rest of the paper is organized as follows: the enhanced 
image inpainting method using regularization for the priority 
of patch and selection of suitable patch size in section 2. The 
experimental results on different images with various patch 
sizes are reported in section 3. Section 4 concludes the work. 
 
2. ENHANCED IMAGE INPAINTING METHOD 
 
Let us consider an image 𝐼  shown in Fig. 1(a), Ф indicates 
the source region, Ω  is the target region, and 𝜕Ω  is the 
boundary of the target region. The patches with different 
sizes taken on boundary of the target region is represented 
with 𝜓௉,  and 𝑃 is the center pixel of the patch. The patches 
taken on the boundary of the target region contain pixels of 
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both source and target region. The complete process of 
exemplar-based image inpainting is shown in Figure 1. 
 
2.1 Enhanced Priority Function 
 
The priority of the patches on boundary of the target region is 
computed by, 
 
𝑃(𝑝) =  𝐺஺(𝑃) ∗ 𝐵(𝑃)                                                     (1) 
 
Here, 𝐵(𝑃)is the data term and 𝐺஺(𝑃) is the regularized 
confidence term given by  
 
𝐺஺(𝑃) = (1 − 𝜖)𝐴(𝑃) + 𝜖                                                       (2) 
  
The regularization factor (𝜖) is introduced to overcome the 
dropping effect obtained due to the direct multiplication of 
confidence term 𝐴(𝑃)and data term 𝐵(𝑃) in the Criminisi’s 
method. The regularization factor is generally taken as 0.5 
and 0.7 for best results of inpainting [15]. The confidence 
term indicates the information of best suitable pixels near to 
pixel 𝑃. The confidence term 𝐴(𝑃) is computed with, 
 

𝐴(𝑃) =
∑ ஼(௧)೟∈ഗು∩Ф

|టು|
                                                   (3) 

Here, t indicates the points on the coordinates in both 
𝜓௉and Ф. Considering the confidence term value as 1 for 
source region and 0 for target region. Where|𝜓௉| represents 
the number of points in patch taken on boundary of the target 
region. The data term 𝐵(𝑃) gives the strength of isophotes 
coming towards the boundary of the target region, which is 
calculated by using equation (4) as 
 

𝐵(𝑃) =
ห∇ூು

఼.௡ሬ⃗ ುห

ଶହହ
                                                                  (4) 

 
The isophotes are lines that interconnect similar pixel values. 
∇𝐼௉

ୄ is an isophote vector, 𝑛ሬ⃗ ௉ is a unit vector drawn normal to 
the boundary of the target region at pixel 𝑃.  255 is the 
normalization factor value.  
 

2.2 Best Patch Searching Method 
 
The highest priority patch on the boundary of the target 
region is filled with best matching patch taken from the 
source region. The best matching patch also called exemplar 
is identified by computing the distance between the highest 
priority patch and the number of patches on the source region. 
The best exemplar patch is taken as 
 
Ψ௤ᇲ = arg min

ట೜ఢ஍
𝑑ௌ஺஽൫𝜓௉ , 𝜓௤൯                                             (5) 

 
Here, 𝑑ௌ஺஽  is the Sum of Absolute Difference distance, 
which is calculated with,  
 

𝑑ௌ஺஽൫𝜓௉ , 𝜓௤൯ = ∑ห𝜓௉ − 𝜓௤ห                                             (6)  
   
After finding the best exemplar patch, the exemplar patch is 
copied and pasted in the place of the highest prioritized patch 

on the boundary of the target region. Again, the same process 
repeats for the updated boundary of the target region till the 
completion of the entire target region. 
 

 
                        (a)                                      (b) 

 
                           (c)                         (d) 
Figure 1: Exemplar-based Image Inpainting process [1]; (a) Image 
with source region and target region (b) target patch (c) target patch 

and source patches (d) filling result of one patch 
 
2.3 Adjustable Patch size 
 
The above process of finding the highest priority patch on the 
boundary of the target region and best exemplar patch 
searching is accomplished with fixed patch size. Here the 
entire process is doing with adjustable patch sizes of 5×5, 
7×7,9×9, 11×11, and 13×13. The whole inpainting process 
is completing with all patch sizes and investigates the best 
suitable patch size for good image inpainting results.   

The complete process of enhanced image inpainting 
method with adjustable patch sizes is given in a step-by-step 
algorithm as 
Algorithm: 

1. Read the Image 𝐼 
2. Form the source region Ф and target region Ω 
3. Draw the patches on the boundary 𝜕𝛺 with pixels 

on the boundary as the center point of the patch 𝜓௉ 
4. Find the highest priority patch on 𝜕𝛺 over 𝜓௉೔ , for 

𝑖 = 1, 2, 3, …. 
5. Create patches on the source region as 𝜓௤೔for 𝑖 =

1, 2, 3, …., find the best matching patch using SAD. 
6. Copy and paste the best matching patch and update 

the boundary. 
7. Repeat the whole process for different patch sizes. 

 
3.  EXPERIMENTAL RESULTS 
 
The simulation is conducted in the system with a 
configuration of 4GB RAM, Intel Core i3 processor using 
MATLAB software. The experiment is carried out for 
different patch sizes of 5×5, 7×7,9×9, 11×11, and 13×13 for 
images used in [2]. The performance metrics like Peak Signal 
to Noise Ratio (PSNR) and Mean Square Error (MSE) are 
computed for different images for analysis. The object 
removal in the input images and corresponding visual results 
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are shown in Figure 2 and Figure 3. Figure 2 shows the input 
images with an object to be removed and inpainted results for 
adjustable patch sizes of 5×5, 7×7,9×9, 11×11, and 13×13 
with regularization factor𝜖 = 0.5. From the inpainted results 
of𝜖 = 0.5, for different patch sizes, one can observe that 
results from the patch size 7×7 produce visually plausible 
inpainted images. The results for the remaining patch sizes 
found artifacts. Figure 3 shows the inpainted results for 

regularization factor = 0.7 . It can be observed from the 
results of various patch sizes, the 11×11 patch generated the 
best results compared to other patch sizes.  
 
 

 

(a) 

 

 

 

 
(a)             (b)                                        (c)                                        (d)                                        (e) 

 
Figure 2: Object removal with for 𝜖 =  0.7; row (a), original Images; column (b), results for patch size 5×5; column (c), results for patch size 

7×7; column (d), results for patch size 9×9; column (e), results for patch size 11×11; column (f), results for patch size 13×13 
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(a)             (b)                                        (c)                                        (d)                                        (e) 

 
Figure 3: Object removal with for 𝜖 =  0.7; column (a), results for patch size 5×5; column (b), results for patch size 7×7; column (c), results 

for patch size 9×9; column (d), results for patch size 11×11; column (e), results for patch size 13×13 
 

The quality metrics such as PSNR and MSE are calculated 
for all patch sizes and tabulated. The PSNR and MSE values 
for regularization factor 𝜖 =  0.5are shown in Table I. From 
these values and a graphical representation, it is observed that 
the PSNR values are reasonably good for inpainted results 
obtained from patch size 7×7. The PSNR and MSE values for 
regularization factor 𝜖 =  0.7  of adjustable patch sizes are 
systemized in Table II. From these values, it is noticed that 
the PSNR value is better for results obtained using patch size 
11×11. The time elapsed for the process of image inpainting 

is also computed. The time elapsed for 𝜖 =  0.5 and 𝜖 =  0.7 
for adjustable patch sizes are reported in Table III. The time 
elapsed for image inpainting is more for the patch with less 
size (5×5) and very less for patch with the highest size 
(13 × 13). The time elapsed for the process is gradually 
reduced by increasing the patch size for inpainting. The time 
elapsed of image inpainting is inversely proportional to the 
size of the patch is used for inpainting. 
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Table I: PSNR (dB) and MSE Values for different patch sizes with Regularization factor 𝜖 = 0.5 

Table II: PSNR (dB) and MSE Values for different patch sizes with Regularization factor 𝜖 = 0.7 

 
Table III: Time Elapsed (sec.) for different patch sizes 

 

 

 
The graphical comparative analysis of PSNR and MSE values 
for regularization factor  𝜖 = 0.5 are shown in Figure 4 and 
Figure 5 respectively. The comparative study of the proposed 
image inpainting method for adjustable patch sizes is 
evaluated by implementing with 5 different images. The patch 

size of 7×7 becomes the best patch size for producing good 
image inpainting results with an average PSNR 23.384 
computed for 5 images. Which is the highest average PSNR 
value compared to other patch sizes. 

 
 

 

 

 
 

Input 
Image 

5x5 7x7 9x9 11x11 13x13 

MSE PSNR MSE PSNR MSE PSNR MSE PSNR MSE PSNR 

Image 1 292.22 23.59 295.61 23.58 293.81 23.59 282.42 23.78 285.73 23.76 

Image 2 101.95 28.2 103.94 28.12 124.24 27.39 100.72 28.41 124.75 27.36 

Image 3 300.63 23.41 368.49 23.26 368.73 22.51 259.46 24.41 272.43 23.83 

Image 4 1127.06 17.67 1237.69 17.24 1287.5 17.07 1091.91 18.07 1335.04 16.92 

Image 5 440.79 21.73 456.08 21.58 465.17 21.5 418.63 22.75 434.34 21.79 

Input 
Image 

5x5 7x7 9x9 11x11 13x13 

MSE PSNR MSE PSNR MSE PSNR MSE PSNR MSE PSNR 

Image 1 290.98 23.61 281.96 23.81 293.81 23.57 283 23.75 289.96 23.66 

Image 2 101.59 28.26 100.91 28.92 143.68 26.76 120.05 27.53 109.34 27.91 

Image 3 324.21 23.1 253.61 24.26 258.34 24.04 268.46 23.88 281.09 23.69 

Image 4 1182.48 17.45 1148.78 17.54 1278.97 17.1 1255.18 17.2 1319.87 16.97 

Image 5 438.69 21.75 416.92 22.39 461.61 21.53 473.14 21.42 439.58 21.74 

Input 
Image 

𝝐 = 𝟎. 𝟓 𝝐 = 𝟎. 𝟕 

5x5 7x7 9x9 11x11 13x13 5x5 7x7 9x9 11x11 13x13 

Image 1 614.54 586.24 508.99 498.02 490.13 609.83 496.79 458.46 442.34 409.55 

Image 2 173.45 132.30 128.65 124.78 124.77 138.08 135.10 128.76 127.45 126.26 

Image 3 456.38 418.40 387.56 347.33 330.68 474.79 368.49 341.48 329.78 311.64 

Image 4 211.59 161.48 140.76 136.27 130.11 190.17 149.56 129.18 127.89 120.94 

Image 5 790.08 628.97 532.59 482.89 468.75 625.37 535.59 496.40 440.84 386.27 
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Figure 4. Comparison of PSNR values for 𝝐 = 𝟎. 𝟓 

 
 

 
Figure 5. Comparison of MSE values for 𝝐 = 𝟎. 𝟓 

 
 
The pictorial representation of PSNR and MSE values for 
regularization factor 𝜖 = 0.7  are shown in Figure 6 and 
Figure 7 respectively.  The average PSNR value for patch size 
11×11 is 23.484, which is best value compared to other patch 
sizes. So, from average PSNR values of the proposed 
inpainting method for different patch sizes and regularization 
factor, it is announced that 𝜖 = 0.7 with patch size 11×11 
produce good inpainting results.  
 
 

 
Figure 6. Comparison of PSNR values for 𝝐 = 𝟎. 𝟕 

 

 
Figure 7. Comparison of MSE values for 𝝐 = 𝟎. 𝟕 

 
 
The graphical presentation of time elapsed for image 
inpainting process from proposed method for 𝜖 = 0.5  and 
𝜖 = 0.7 are shown in Figure 8 and Figure 9 respectively. 
There is a tradeoff between PSNR, and time elapsed for the 
inpainting. If patch size is more it takes less time to inpaint the 
target region but with less PSNR. In the same way for less 
patch size, it takes much time to inpaint the target region. 
From this also we can say that 𝜖 = 0.7 and patch size 11X11 
is the best choice for inpainting process.  
 

 
Figure 8. Comparison of Time Elapsed for 𝝐 = 𝟎. 𝟓 

 

 
Figure 9. Comparison of Time Elapsed for 𝝐 = 𝟎. 𝟕 
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3.1 Comparison with Existing methods 
 
From the proposed work with two regularization factors for 
adjustable patch sizes with respective PSNR and MSE values, 
it is understanding that 𝜖 = 0.7  of patch size 11 × 11 
producing good inpainting results. The inpainting results for 
𝜖 = 0.7 of patch size 11×11, the proposed work is compared 
with state-of-art works in the literature [16][17][18][19][20] 
and [21]. The comparison of visual results for Lena and 
bungee image is shown in Figure 10 and Figure 11, 
respectively. The results from the proposed method are 
flawless and effective compared to existing methods. The 
comparison of PSNR values of different images with 
available methods in the literature is tabulated in Table III. 
 

Table IV: Comparison with state-of-art works 
 

Method Bungee Lena Baboon Barbara 

Iizuka [16] 18.46 36.44 33.43 38.3 

Pathak [17] 17.85 36.89 33.18 37.02 

Yeh [18] 18.27 37.2 33.02 38.85 

Yu [19] 18.33 37.15 33.25 38.55 

Li [20] 17.95 36.92 33.12 37.68 

Chen[21] 18.58 37.83 33.53 39.84 

Proposed 19.942 37.94 33..95 39.97 

 
 

 
(a)                           (b)        (c) 

 
              (d)        (e)       (f) 

 
              (g)        (h)       (i) 

Figure10. Comparison with Existing Methods: Lena (a) Original 
Image (b) Damaged Image (c) Result from Iizuka [16] (d) result from 

Pathak [17] (e) Result from Yeh [18] (f) Result from Yu [19] (g) 
Result from Li [20] (h) Result from Chen [21] (i) Result from 

Proposed method 
 

 
(a)                           (b)        (c) 

 
(d)        (e)       (f) 

 
              (g)        (h)       (i) 
Figure11. Comparison with Existing Methods: Bungee (a) Original 
Image (b) Damaged Image (c) Result from Iizuka [16] (d) result from 

Pathak [17] (e) Result from Yeh [18] (f) Result from Yu [19] (g) 
Result from Li [20] (h) Result from Chen [21] (i) Result from 

Proposed method 
 
 

5. CONCLUSION 
 
The enhanced image inpainting method for the removal of 
objects in the image is presented. The method is carried out 
for two regularization factors 𝜖 = 0.5  and 𝜖 = 0.7  for 
adjustable patch sizes of 5×5, 7×7, 9×9, 11×11 and 13×13. 
According to the determined PSNR values, it is concluded 
that patch size 7×7 of 𝜖 = 0.5 and patch size 11×11 of 𝜖 =

0.7  produced good inpainting results. Considering the 
tradeoff between time elapsed for the inpainting method and 
PSNR values it is finally concluded that patch size 11×11 of 
𝜖 = 0.7  turnout with best results for the image inpainting 
method.  
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