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ABSTRACT 

 
Classification network traffic are becoming ever 
more relevant in understanding and addressing 
security issues in Internet applications. Virtual 
Private Networks (VPNs) have become one famous 
communication forms on the Internet. In this study, a 
new model for traffic classification into VPN or non-
VPN is proposed. XGBoost algorithm is used to rank 
features and to build the classification model. The 
proposed model overwhelmed other classification 
algorithms. The proposed model achieved 91.6% 
accuracy which is the highest registered accuracy for 
the selected dataset. To illustrate the merit of the 
proposed model, a comparison was made with 
sixteen different classification algorithms. 

Key words: VPN, XGBoost, Encrypted traffic, 
ensemble learning, Network traffic classification. 

1. INTRODUCTION 

Traffic Classification is the principle of 
recognition of protocols and implementations by 
evaluating the network traffic. Traffic classification 
techniques are used for a wide variety of purposes, 
including Quality of Service (QoS), traffic forming, 
Intrusion Detection Systems (IDS), and network 
forensic solutions [1, 2, 3, 4, 5, 6]. Usually, traffic 
can be classified as normal or malware traffic to 
detect and prevent attacks. Traffic encryption has 
increasingly become common for the widespread use 
of encryption methods in network applications [7, 8, 
9]. Many malware use encryption methods like TLS 
to encrypt information circulation to prevent 
detection in the intrusion detection mechanism 
implemented in firewalls and IDS. Therefore, the 
conventional methods of classification of traffic are 
facing new challenges [10]. 

Traffic classification can be classified according to 
its final purposes into three groups. Firstly, encrypted  
traffic, Secondly, encapsulation of protocols (e.g. 
tunneled by VPN or HTTPS). Finally, according to 
particular applications (e.g. Skype) or device form  

 
(e.g. Downloading, Chat) [10]. Some program 
supports many services, such as chat, VOIP, file 
transfer, etc., such as Skype or Facebook. 

VPN is becoming a common means of concealing 
hackers’ online activities [11]. This is supported by 
VPNs’ easy use, which is no longer just a remote 
tool for connections to company services. Suppose 
attackers choose to remotely access the company’s 
network to capture business secrets. In that case, they 
can make a VPN (or multiple VPNs) look as if they 
were legitimate users infiltrating their network, or to 
conceal their locations. The offenders who carried 
out such assaults could prove difficult if not 
impossible if they used VPNs to hide their identity. 
Therefore, deciding if a VPN has been used or not 
may help to trace the perpetrators of the attacks 
mentioned above. In this article, we classify 
encrypted traffic and encrypted traffic tunneled by 
VPN. The classification of VPN traffic remains an 
issue to be addressed. VPN tunnels protect the 
anonymity of shared data over the physical network 
link, including packet-level encryption, making it 
very difficult to detect programs that run via the 
VPN services. 

There are four major traffic classification methods: 
ports-based, Deep Packet Inspection (DPI) based, 
mathematical-based, and behavioral-based. The port-
based process’s exactness is very poor since random 
port, and port disguise is widely applied. The 
DPIbased approach has great difficulties, as the 
encrypted traffic cannot be decrypted. The ongoing 
inquiry focuses largely on mathematical and 
behavioral methods [12, 13]. Machine learning 
techniques can solve some drawbacks in port and 
payload approaches. More precisely, the Internet 
traffic can be categorized by using separate traffic 
statistics from the application protocol, such as flow 
time, packet length variances, maximum or minimum 
segment size, window size, round trip time, and 
packet time inter-arrival. 

Our contribution in this paper has two folds. 
Firstly, a new classification model is proposed, 
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Figure1: System Model. 

which classifies network traffic into VPN and non-
VPN traffic using the GXBoost algorithm. Secondly, 
the computational overhead is reduced by reducing 
the set of features to a set that can be extracted with 
low computational complexity. Moreover, the list of 
features was sorted based on the most imported ones 
in the classification process. The remainder of this 
paper is organized as follows: Section 2 presents the 
related work. In section 3 Authors describe the 
proposed model. The findings obtained are 
summarized and discussed in Section 5. Lastly, the 
conclusion and future studies are discussed in section 
6. 

2. RELATED WORK 

Researches that classify traffic based on packet 
size and flow-based features began in the early 
ninety’s [14, 15]. These studies prove that statistical 
attributes such as packet length, interarrival times, 
and flow duration can be used to track protocols. A 
QoS classifier was proposed by Caicedo-Mu˜noz et 
al. [16], the proposed model classifies VPN traffic 
for a particular domain based on per-hop activity 
(PHB). Time-related features were discovered, 
especially for VPN traffic. A baseline QoS-Marked 
dataset was generated from a characterized VPN 
traffic; different machine learning algorithms (MLA) 
were compared, and a T-Tester was performed. 
Based on the obtained results, the learning model has 
the best behavior for all scenarios with 94,42% 
accuracy. Miller et al. proposed a multi-layered 
perceptron neural network model to classify network 
traffic into VPN or non-VPN [11]. The proposed 
model depends on TCP flow-based features to 
classify network traffic as either VPN or not VPN. 
The flow-based features are founded based on 
Pearson’s Correlation Coefficient model. The 
accuracy of the proposed model was 92%. The 
reliability of time-related features has been studied to 
solve the difficult issue of encrypted traffic 
characterization and VPN traffic detection by Gil et 
al [17]. The features related to the time model were 
proposed, and the classification algorithms used were 
C4.5 and KNN. The technique proposed shows that 
time-based features are useful in detecting VPN 
transmission and reaching accuracy levels above 
80%. In all experiments, C4.5 and KNN performed 
similarly, although C4.5 managed to achieve an 
improved outcome. The study has also found that 
C4.5 and KNN perform better when the flows are 
generated using shorter timeout values (15 seconds), 
which contradicts the common assumption of using 
600s as timeout duration. Traffic classification SVM 
model based on radial base kernel function has been 
proposed by Z Fan and R Liu [12]. After feature 
optimization, thirteen features were selected. Overall 
classification accuracy of 98% among all the traffic 
classes is achieved. The main drawback of the 
proposed model is that it did not consider encrypted 

traffic such as VPN, which is becoming a popular 
way to mask the online activities of attackers. In the 
literature, a variety of system classification 
approaches were proposed to classify traffic correctly 
based on flow and packet-based characteristics. The 
traffic classification for encapsulated traffic is 
difficult and thus not widely explores in the 
literature. In this paper, we focus on traffic 
classification into VPN and non-VPN traffic using 
XGBoost. 

3. PROPOSED MODEL 

3.1. Dataset Description 
Gil et al. have created a representative dataset that 

captures real traffic that contains regular traffic and 
VPN traffic [17]. The dataset includes seven 
different traffic types captured from protocols and 
applications. The captured traffic contains web 
browsing, email, chat, streaming, file transfer, VoIP, 
and P2P. For each traffic type, there are two versions 
like VOIP and VPN-VOIP. The selected dataset 
contains 23 features which are fully described by Gil 
et al. [17]. In this study, the dataset with a fifteen-
second flow timeout value is considered since it has 
been proved by Gil et al. and Lashkari, A.H., et al. 
[17, 18] that it produces the best results in terms of 
precision and recall. 

3.2. System Model Based on XGBoost 
The proposed model to classify the encrypted 

traffic to VPN or Non-VPN is shown in Figure1, 
which is described as follows: Firstly, the dataset 
collected in [17] is divided into training and testing 
dataset, where training dataset is used to build the 
trained model and the testing dataset used to test the 
resulting model. Secondly, XGBoost is used to select 
and rank the most important feature in the 
classification process. 

Thirdly, the model is generated by creating a set of 
decision trees and combine them in one decision tree 
that more accurate than the previous one as shown in 
Figure2. Finally, the generated model is tested, and 
the performance of the register model is calculated. 
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XGBoost stands for “Extreme Gradient Boosting” 
which is a common and effective open-source 
algorithmfor gradient boosted trees [19]. Gradient 
boosting is a supervised learning algorithm that seeks 
to predict an objective variable accurately by 
integrating the predictions of several weaker models 
[20]. XGBoost is another tree model, a common data 
mining tool with high speed and performance. The 
XGBoost model will compute 10 times as quickly as 
the Random Forest. The XGBoost model created 
using the additive tree method, where a new tree is 
added in each stage to complement the trees already 
constructed. This generally enhances the accuracy as 
more trees are constructed. The final answer is the 
weighted sum of each tree’s predictions, or the 
optimal linear combination of every decision-making 
body can be told as shown in Figure2. 

 

Figure 2. XGBoost Model generation [21]. 

Based on XGBoost Algorithm described by P. 
Deven and N. Khare [22], the decision tree is 
constructed. 
Where x1, x2,..., xm is the set of features. Each 
feature’s rank is computed based on the number of 
times that feature is used to split the training data in 
each version of the decision tree used in building the 
final model. 

3.3. Evaluation Metrics 
To validate and analyze the proposed model, we 

use a set of normative measurements and indices, 
such as accuracy, precision, the area under the ROC 
curve, and detection rates metrics. The efficiency of 
the classifier has been calculated according to the 
confusion matrix (CM) as shown in Figure3. For 
each record in the testing dataset the following 
evaluation metric is applied: 

 

Figure 3. Confusion Matrix. 

• True-positive CM[1][1]: the number of VPN 
packets that are correctly classified as VPN. 

• True-negative CM[0][0]: the number of non-
VPN packets that are correctly classified as 
non-VPN.  

• False-Positive CM[0][1]: the number of non-
VPN packets that are incorrectly classified as 
VPN. 

• False-negative CM[1][0]: the number of VPN 
packets incorrectly classified as non-VPN. 

Based on the previous evaluations, the following 
metrics can be derived: 

ݕܿܽݎݑܿܿܣ = 	 (்ା்ே)
(்ାிேା்ேାி)

 (1) 

 
ܴ݈݈݁ܿܽ = 	 ்

(்ାிே)
 (2) 

݊݅ݏ݅ܿ݁ݎܲ = 	 ்
(்ାி)

 (3) 

 

• The Area Under Curve (AUC) [23]: ROC is a 
curve of probability, and AUC is the 
separability indicator. It demonstrates the 
possibility of differentiating classes in the 
proposed model. 

• Mean Square Error (MSE)[24]: 

ܧܵܯ = 	
∑ (ைି்)మ

సభ


   (4) 

Where oi is the model predictions for the ith 
packet,itis the desired target for the same packet, n is 
the number of the packet. The parameters value that 
used to tune the XGBoost is presented in table1 
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Table1: XGBoost Key parameters 

Parameter Default 
Value 

maximum depth (max depth) 5 
learning rate (eta) 0.3 
Numberofgeneratedtrees(nrounds) 100–1000 

minimum loss reduction for 
splitting node (gamma) 

0 

minimum sum of samples weight 
of all the observations required in a 
child (min child weight) 

1 

# of features that used to find the 
best node split (colsample bytree) 

1 

Objective function binary:logistic 
 

4. RESULT AND DISCUSSION 

Table 2 shows the result of the proposed model in 
comparison with the most famous machine learning 
algorithms[26]. The result of the proposed model 
was validated using 10-fold cross-validation. The 
proposed model to classify traffic to VPN or non-
VPN shows a promising result, where it registered 
the highest results compared to other classifiers in 
terms of accuracy, MSE, precision, recall, and AUC. 
Sixteen classifiers were selected for the comparison 
the Bagging, RandomForest, and DecisionTree 
classifiers show the best accuracy with 90.5%, 
89.3%, and 88.3% respectively. Figure4 shows the 
accuracy of the proposed model in comparison with a 
set of machine learning algorithms, and the highest 
accuracy register is for the proposed model with 91.6 
%. 

 
Figure 4: Compare the proposed model accuracy 

with other MLA. 

Figure5 shows the Log Loss [25] of the proposed 
model, where the x-axis represents the number of 
epochs, and the y-axis represent the log loss. Figure6 
shows the classification errors for the proposed 
model. To measure the predictions’ performance, we 
shall use the Logloss [25] indicator. The Log Loss 
function is commonly used for evaluation. 

ݏݏܮ݃ܮ = 	 ଵ
ே
∑ ∑ ,ݕ∑ log	(ݔ,)ெ

ୀଵ
ே
ୀଵ (4) 

 
Where N represents is the total samples of the 
dataset. 
M is the number of class labels is 1 when the 
observation is in class, otherwise the value of is 0. 
indicates the predicted probability of sample is in 
class. The logloss rate in train and test data set for 
XGBoost logs can be seen in Figure5. The 
XGBoost’s Logloss test function was successful with 
a test logLoss of 0.2 percent when compared to the 
training set. This is good for testing data and is very 
likely to improve by training on more data with the 
XGBoost algorithm. 

 

Figure 5: XGBoost Log Loss. 

 

Figure 6. XGBoost Classification Error. 
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Table 3 shows the list of available features in the 
dataset with their rank sorted from the highest to the 
lowest important. These values were calculated using 
the XGBoost algorithm as stated in Figure1. To 
evaluate the proposed model and select the best 
number of features the model accuracy was 
calculated as shown in table4. At the beginning the 
accuracy of the proposed model for all features is  

Table3: Feature ranking using XGBoost 
Algorithm. 

 
calculated, then the experiment is repeated, and the 
following steps are applied. Firstly, the feature with 
the lowest rank is deleted from the dataset. Secondly, 
rebuild the model using the XGBoost algorithm for 

the new dataset. Lastly, test and evaluate the model. 
In the second iteration, the second lowest feature is 
deleted and apply the previous steps and so on.  
 

Table 4: Accuracy of the proposed model after 
feature reductions. 

 
No. Feature Accuracy No. Feature Accuracy 

23 0.916134 11 0.89801 
22 0.916134 10 0.891791 
21 0.917377 9 0.890014 
20 0.918977 8 0.886461 
19 0.918443 7 0.887704 
18 0.915601 6 0.883618 
17 0.918266 5 0.870469 
16 0.915245 4 0.846304 
15 0.915601 3 0.817164 
14 0.913113 2 0.811656 
13 0.913646 1 0.702026 
12 0.914712   

Table 4 indicates that the max flowiat is the most 
important feature, and it alone can be used to predict 
the VPN traffic with 70.20 % accuracy. Moreover, 
the first 12 features in table3, can produce the same 
accuracy level as all features that can be used to 

 
Table2 :Comparison of the proposed model with another machine learning algorithm. 
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enhance the detection mechanism and speed up 
feature extraction. 
 

5. CONCLUSION 

In this paper, a new model is proposed for 
encrypted traffic classification into VPN and non-
VPN. Seventeen different classifiers were compared 
to determine the best one in classifying encrypted 
traffic. XGBoost shows the best result with 91.6 % 
accuracy, and these results were validated using 10-
fold cross-validation. The proposed model also 
shows the same level of accuracy after reducing the 
number of features to twelve features, which have a 
high impact on feature extraction from the Realtime 
traffic. 
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