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ABSTRACT 
 
Lettuce provides vitamin C, calcium, potassium, and folate. 
Within iceberg lettuce, the nutrients will help you fulfill the 
normal daily requirements for many vitamins and minerals. It 
is most commonly cultivated as a vegetable leaf, but 
sometimes for its stem and seeds. Lettuce is most widely used 
for salads, but it can also be used in other foods, such as soups, 
sandwiches, and wraps; it can be grilled too. Many farmers 
produce lettuces on the farm. Producing lettuces isn’t that an 
easy task it requires manpower and hard work. People who 
buy lettuce don’t have the skill to determine if the lettuce is 
healthy or have a disease, they just based only on the color of 
the lettuce. The study developed a system project that focuses 
on lettuce health recognition. The system determines if the 
lettuce is healthy or disease. It is based on machine vision 
using deep learning, it is connected to a microcontroller 
raspberry pi 4b. Lettuce health recognition has been done with 
an overall testing accuracy of 97.59%. 
 
Key words: Lettuce health recognition, machine vision, 
object detection, raspberry pi. 
 
1. INTRODUCTION 
 
Plant disorder, failure of the normal state of a plant that affects 
or changes its essential functions [1]. Lettuce plants 
experience disease, while each species is prone to 
characteristic diseases, these are relatively few, in each case 
[2]. The incidence and prevalence of plant diseases vary from 
season to season, depending on the nature of the pathogen, the 
conditions of the climate and the crops and varieties are grown 
[3]. Many varieties of plants are particularly prone to disease 
outbreaks while others are more immune to them [4]. 
 
Plant diseases and fungal attacks result in crop losses of up to 
30 percent per year[5]. That’s why the detection of plant 
diseases is very important. Although there is an existing way 
of detecting plant diseases, it is very expensive and 
time-consuming [6]. Local farmers need to be aware and 
informed about the different ways and techniques for handling 
and managing their crops [7]. Precise identification and 
diagnosis are very important for food security and the 
prevention of invasive pests and diseases [8]. 
 

 

 
There are several studies used image processing to recognize 
lettuce health. Image processing has been used by [9] to better 
diagnose plant diseases. Identification of a disease includes 
steps such as image gathering, image preprocessing, image 
segmentation, extraction and  classification of features. The 
paper addressed the approaches used to diagnose diseases of 
plants using images of leaves. The paper also addressed 
several segmentation and extraction algorithms used for the 
identification of plant diseases. Among other studies used 
image processing are by [10]-[13]. 
 
There are other studies used machine learning and deep 
learning to recognize the health of lettuce. Among these are 
conducted by [14]-[16]. A review of these different 
approaches has been conducted by [17], The paper addresses 
the phases of the general plant disease detection process and 
comparative study of plant disease detection classification 
techniques in machine learning. Throughout the analysis, 
Convolutional Neural Network was found to have strong 
precision and to classify more specific crop diseases. 
 
The objective of this study is to help the farmer’s work 
efficiency. Providing them a device that can detect a lettuce 
disease which will help them lessen their work and effort 
since diagnosing plants nutrient deficiency can be a time 
consuming for the farmers. Also, this study aims to maximize 
a farmer’s crop yield or plant quality. 
 
The study only covers lettuce health conditions using 
raspberry pi and training an AI model. The software used here 
is TensorFlow to help us to implement our trained image 
which focuses on the lettuce diseases. But the study can only 
focus on whether the lettuce is healthy or it has a disease.  
 
2. METHODOLOGY 
 
The study as shown in Figure 1 the methodology for lettuce 
health recognition. First, the images of lettuce have been used 
as input on the system and then to be processed for training 
and testing. In the training process, individual lettuce images 
have been annotated and then the annotated datasets will 
undergo training and validation. For the process of testing the 
image, it directly goes in the model then it detects lettuce 
through the raspberry pi camera then the output will be 
display in the monitor. 
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Figure 1: Methodology of Lettuce Health Detection 

 
2.1 Lettuce Images 
 
The study capture images using different phone cameras of a 
specific plant called “lettuce” that has a condition of healthy 
and diseased from a different perspective and store it for our 
datasets needed for training and recognition as shown in 
Figure 2. 
 

 
Figure 2:Lettuce Images 

2.2 Lettuce Images for Training 
 
After gathering all the datasets, the studyused80% images of 
lettuce 80% for training. 202 * 80% = 161 images were used 
for training (not annotated yet) as shown in Figure 3. 
 

 
Figure 3:Lettuce Images for Training 

 
2.3 Lettuce Images for Testing 
 
The remaining 20 percent of the datasets were used for 
validation. The study made sure the \test and \train folders 
included a variety of images. See Figure 4. 
 

 
Figure 4:Lettuce Images for Testing 

 
2.4 Annotated Images of a Lettuce using LabelIing 
 
The study used a graphical image annotation tool in python 
called “labelImg” to annotate the lettuce. Generally, it was 
done by selecting a “zone” of the data (which is the lettuce), 
and adding a label to this specific zone (labeled it as lettuce) 
then save it as .xml file. These.xml files were used to build 
TFRecords, one of the inputs for the TensorFlow trainer. The 
folders \test and \train comprise an xml file for every image. 
See Figure 5. 
 

 
Figure 5: LabelImg Sample Window 

 
2.5 Training Lettuce Dataset 
 
After labeling all the images which serve as input data for the 
TensorFlow training model, the study generated the 
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TFRecords.The xml image data is used to create csv files 
which contain both train and image test data.The following 
command in the Anaconda command prompt was used from 
the \object detection folder, as seen in Figure 6, the file .py 
contains the code for converting .xml files to the .csv file. See 
Figure 6. 
 

 
Figure 6: Training Lettuce Dataset 

 
2.6 Testing Lettuce Dataset 
 
It is the same as the training lettuce dataset. The study used the 
.py file containing the code for converting .xml to .csv file that 
has been used to train the annotated datasets gathered. See 
Figure 6. 
 
2.7 Training Using TensorFlowLite 
 
After creating the CSV file, from the \object_detection 
directory. Each training phase shows the loss. It starts high 
and gets smaller and lower as training progresses. Trained the 
model until the loss decreases steadily below 0.05, which 
requires about 40,000 steps or 2 hours (depending on how 
efficient the CPU and GPU are). The percentages of losses are 
different by using a different model.MobileNet-SSD begins 
with about 20 losses and will be trained before the loss is 
regularly under 2.Training stopped after the loss fell steadily 
below 0.05 because it might lead the model to overfit. The 
study used TensorBoard to show the development of the 
training job. The TensorBoard service offers facts and 
diagrams demonstrating how the training progresses. One 
essential graph is the Loss index, which displays the 
classifier's total loss over time. See Figure 7. 
 

 
Figure 7: Training Using TensorFlowLite 

 
 

2.8 Lettuce Model 
 
The last step would be to create the frozen inference graph 
(.pb file) after the training is complete. The study issues the 
following command from the folder \object detection, where 
"XXXX" will be substituted by the highest numbered.ckpt file 
in the training folder in "model.ckpt-XXXX"“python 
export_inference_graph.py 
--input_typeimage_tensor--pipeline_config_pathtraining/fast
er_rcnn_inception_v2_pets.config 
--trained_checkpoint_prefix training/model.ckpt-XXXX 
--output_directoryinference_graph”. That created a frozen 
inference graph.pb file in the folder \object 
detection\inference graph. The .pb file includes the classifier 
for object detection and was used to identify the lettuce. 
 
2.9 Diseased Lettuce Alarm System 
 
A USB webcam was used to check the object detector and 
pointing it to the lettuce (using Object detection 
webcam.py).The Object_detection_webcam.py contains code 
that opens the webcam and is used to detect the lettuce. See 
Figure 8. 
 

 
Figure 8: Detect Plant through Raspberry Pi Camera 

 
2.10 Lettuce Condition Health Recognition 
 
The study created a model that can detect whether the lettuce 
is healthy or not. So, after opening the .py file that can detect 
lettuce. It detects if the lettuce is healthy or not. It appears on 
the monitor screen after pointing the lettuce in the camera. 
The lettuce health condition is displayed on the monitor with 
the result and its accuracy detection percentage. It shows the 
percentage of health and diseased lettuce. Detection of lettuce 
health condition is important to people especially on farmers 
because not all farmers have the capability to detect if the 
lettuce is in a health condition or diseased. 
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3.  HARDWARE DESIGN 
 
The study used a box that holds the raspberry pi with a 
camera. The camera needs to be compact so that detecting the 
lettuce is stable. On the camera, there is a case with a mount 
that can adjust the angle of the camera. Figure 9 shows the 
actual prototype of the study. 
 

 
Figure 9: Actual Prototype 

 

4. RESULTS AND DISCUSSIONS 
 
4.1 Training Results 
 
Loss functions for classification are computationally feasible 
loss functions in machine learning and mathematical 
optimization which reflect the inaccuracy of predictions in the 
classification problems of the system. 
 

 
Figure 10: Classification Loss 

 
The X-Axis values are 10k while the Y-Axis represents the 
classification loss. The red line represents the training and the 
white line represents the test as shown in Figure 10. 
 

 
Figure 11: Localization Loss 

 
Figure 11 shows the Localization loss of the training. The 
X-Axis value is 10k while the Y-Axis represents the number 
of values in localization  
 
Classification/localization loss values are the product of the 
loss functions and represent the "price paid for the 
imprecision of the predictions" in the 
classification/localization problems. The loss value is the sum 
of the loss of classification and the loss of position.Such loss 
values are attempted by the optimization algorithms before 
the researchers are satisfied with the results. 

 

 
Figure 12: Total Loss 

 
Figure 12 shows the total loss of the training. The X-Axis 
value is 10k while the Y-axis represents the total loss value. 
 

 
Figure 13: Clone Loss 

 
Figure 13 shows the clone loss of the training. The X-Axis 
value is 10k while the Y-Axis represents the clone loss value 
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Figure 14: Regularization Loss 

 
The X-Axis and Y-Axis are nearly equal in value. 
Regularization techniques are used to further boost the 
generalization of the optimization process as shown in Figure 
14. The X-axis is the number of steps while the Y-axis is the 
extent of the absence of regularization. 
 
4.2 Testing Results 
 
In getting the mean average, the study used the test case 
outputs from Figure 15 to get the percentage of the detections. 
The mean average result is getting the total summation of all 
the percentages and dividing it to the total number of test 
cases, the studygets the 97.59% testing result of the system. 
 

 

 

 

 

 

 
Figure 15:Images of Detected Condition of Lettuce 

 
Table 1: Actual Testing Results 

 

5. CONCLUSION AND FUTURE WORKS 
 
This study would improve the way farmers harvest their 
crops, the efficient harvest will lead to more produces thus 
more income for the farmers and affordable market price for 
the consumers. Therefore, with furthermore development of 
the project, the future of the agriculture section would be 
smart and thriving. The system proved to be effective as it 
gained an overall testing accuracy of 97.59%. 

 
The new tool is to use technology to help people understand 
lettuce diseases even better. Some people struggle to find out 
if the lettuce is safe or not. Nowadays the use of technology 
helps people ease their jobs. In conducting this study, it lets 
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them decide much more quickly whether the lettuce is safe or 
sick. In conducting this study, it lets them decide much more 
quickly whether the lettuce is safe or sick. 
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