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ABSTRACT 

CAPTCHAs (Completely Automated Public Turing test to tell 

Computers and Humans Apart) are well-known safety process 

on the internet that prevents present programs from harmful 

online services. It’s functioning like asking humans to 

complete a task that computers cannot perform, such as 

entering in the provided box with jumbled string bits, where 

the string is also considered for case sensitivity. reCAPTCHA 

is being used as the security parameter for the websites sites 

oppose of automatic damage through giving random 

auto-created conflict for users to resolve. Provided 

provocation are made in form that is tough for computers to 

resolve yet however much easier for human being. Various 

techniques have evolved in the past for the successful 

implementation of the captcha code which is not recognizable 

by system but are not fit as per the ML/NLP based techniques 

to crack the same. In the present scenario the major challenge 

is to provide the captcha in a way that it goes with time and the 

users are able to make quick response for the same. In the 

paper an automatic reCAPTCHA generator is being 

implemented which uses the embedded part of the images and 

text, reCAPTCHA puzzles are on the basis of the same. The 

embedded images are the combination of the objects and text 

embedded over an image. The proposed system have 

outperformed to the literature techniques in terms of success 

rate of 97%, precision 95% and recall 93%. 

Key words: reCaptcha; Turing Test; Security; Integrity; 

Availability; Text; Image. 

1. INTRODUCTION  

For determining whether a user is a human or a computer, a 

CAPTCHA challenge response test is used on the World Wide 

Web. For differentiating Humans and Computers, the acronym 

which stands for Completely Automated Public Turing test is 

regarded. Various distorted characters, which are included in a 

typical CAPTCHA which is an image that replicated at the 

bottom of Web registration forms. To “prove” the users to be 

human, they are requested to type the wavy characters. Hence, 

to abuse online services, CAPTCHAs act as sentries against 

automated programs, as we know distorted text can’t be read 

 
 

by the current computers programs whereas humans can. 

Several types of Web sites, like free e mail providers, ticket 

sellers, social networks, wikis, and blogs are protected with the 

help of CAPTCHAs, as for owing to their effectiveness as a 

security measure. Like, for purchase big numbers of concert 

tickets, CAPTCHAs were used as it prevent ticket scalpers 

from using computer programs, and this is just to re sell them 

at an inflated price. With the help of some sites like: Gmail and 

Yahoo Mail, CAPTCHAs is used there as to break spammers 

from getting millions of free e mail accounts, which they 

would utilise to send spam e mail.  

As per our prediction, in this world, mostly human type 

more than 100 million CAPTCHAs in a day (see supporting 

online text), and they use to spend their few seconds while 

typing the deformed characters. Additionally, it results 

towards hundreds of thousands of human hours in a day. We 

report on an experiment that attempts to make positive use of 

the time spent by humans solving CAPTCHAs. Large scale 

abuse of online services is secured with the help of 

CAPTCHAs, as if it is not secured than the mental effort of 

each person, which they spend for solving them, is wasted. As 

deciphering CAPTCHAs requires people to perform a task 

that computers cannot due to this mental effort is considered 

invaluable. 

Key information is flawlessly exchanged between 

organizations, groups or individuals with the help of web and 

it is also considered as the primary way. Security challenges; 

threats such denial of service, XPath injection attack, amongst 

others continue to pose a major setback in web service security 

were increased with the rise in the use of the web [1][2]. 

Subsequently, information security, integrity, and availability 

have become an important component of web service 

provisioning. The need for security in web service inevitable is 

emerged by the rising proliferation of web based technology 

and its attendant security challenges.  

Vulnerabilities in web applications may be exploited by 

the cyber criminals. Improper authentication and authorization 

are also example of such vulnerabilities. As attackers gain 

access to private web services, leads towards degradation and 

information leakage [3]. To validate the identity of the user(s) 

to prevent malicious users from having access to information 

as this will pose a threat to the original owner of the 
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information; this is regarded as one of the main purpose of 

authentication. A physical human can be a user or user can also 

be a malicious web-bot; a malicious program that performs 

several actions at a cybercriminal’s command is regarded as a 

web-bot. Automated tasks over the internet is run by the help 

of the software applications and also consistently utilised 

where the emulation of human activity is needed [4]. 

2. TYPES OF CAPTCHA 

2.1. Text Based Captcha 

Text based is considered as the most frequently used 

CAPTCHAs, where distorted text is replicated. The distorted 

characters must be identified to solve the CAPTCHA, and also 

correctly enter them in a designated space. Despite of the fact 

that Text-based CAPTCHAs are easily generate, they are 

susceptible to optical character recognition (OCR) attacks  

[4][5].  

 Carnegie Mellon University in 2000 [6] has developed an 

early research-based CAPTCHA called GIMPY. 7 English 

words are randomly selected inside this CAPTCHA and then 

they have their character outlines distorted. In overlaid pairs 

on a colourful noisy background, the text is presented. Beside 

this fact that the variants exist that just use one word or string 

of characters, users are asked to type a certain number of these 

words [7][8][9]. Example of a GIMPY CAPTCHA used as an 

extra layer of security is shown in Figure 1.  

 

Figure. 1 Example of a GIMPY CAPTCHA (von Ahn 

(2005)). 

2.2. Image based Captcha 

On image classification, the existing image-based 

CAPTCHAs commonly rely, where users are accessible with a 

series of images and questioned to recognize the bond among 

them. While on the other hand the ESP-PIX are one such 

CAPTCHAs and it replicate 4 images & ask users to choose a 

general description from a drop-down list (Carnegie Mellon 

University, 2004). Hence, the image groups are chosen from a 

permanent record, and beside this there is an elevated 

possibility of random guessing acquiescent an accurate 

respond.  

 From Petfinder.com [10], the Asirra image-based 

CAPTCHA uses a closed database of animals. All images of 

cats are selected by the users from a diverse set of 12 cats and 

dogs, which are strained from a big source database of more 

than 3 million images. Asirra is vulnerable to attack by a 

classifier trained to differentiate between cats and dogs with 

82.7% accuracy [11], beside this fact that the random selection 

only has a 0.02% chance of correctly selecting the cats 

(Microsoft, 2010).  

2.3. Video Based Captcha 

In spite of static images or text, these CAPTCHAs use 

videos. Users are shown YouTube videos in one such 

CAPTCHA and also been asked to tag them with descriptive 

keywords. Despite of the fact that the computer attack rates 

were about 13%, humans achieved 90% accuracy in tests [12].  

2.4. Audio Based Captcha 

Audio-based CAPTCHAs were developed by some 

websites for visually-impaired users. Generally, they work by 

playing a taping of a set of words or characters with users and 

being urged to type-in what they hear. Regrettably, by using 

speech recognition software, these CAPTCHAs are subject to 

attacks [13][14][15]. Approx 71% was the estimation of the 

attack rate on audio CAPTCHAs, which is used by Google and 

Digg (Tam et al., 2008). 

3. RESEARCH OBJECTIVES 

 To study and analyze the various techniques for 

automatic captcha generator. 

 To study the various issues and challenges related 

to the CAPTCHA generator and recognition. 

 To present a novel technique for the automatic 

CAPTCHA generation to differentiate between 

robots/system and human. 

 To implement the proposed methodology for 

validating the outcomes and comparison study with 

some latest techniques of CAPTCHA generation. 

 To consider the proposed technique for 

reCAPTCHA generation and presenting the same as for 

present and future investigations. 

4. MOTIVATION 

There is rise in security problems like, the attack on online 

polling, attack on E-ticketing, dictionary attacks and email 

spam amongst others have are on the increase because of the 

prevalence of web-bot; (Ahnet al., 2003; Singh and Pal, 2014). 

To apprehend or mitigate the problem of web-bots, 

CAPTCHAs are systems that have been developed. Moreover, 

due to advances in Artificial Intelligence (AI) methods and 
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applications, criminals continue to evolve innovative methods 

of outsmarting existing CAPTCHA systems. It becomes more 

difficult to distinguish a bot from a human user as machines 

become more intelligent. Therefore, there are various 

CAPTCHA systems, which have futile or deemed to have high 

rate of false positives. By using real-time face detection and 

trivial gestures as the Turing tests, we will implement an 

improved CAPTCHA system in this study.  

5. LITERATURE REVIEW 

Rafaqat [16] is there work have described a novel 

technique for recognition and segmentation where the easy 

images and related processing techniques like thinning, 

pixel count, threshold techniques along with the use of the 

ANN for the text related CAPTCHs. In general, the system 

got an wholesome accuracy of 51.3%, 27.1% and 53.2% 

for Taobao, MSN and eBay datasets along 1000, 500 and 

1000 CAPTCHAs correspondingly. This research 

advantages are dual: through realizing text-based 

CAPTCHAs, Author did not solely survey the 

disadvantages within the present design however also 

consider a method to recognize and segment the attached 

string bit considered of images. 

So as to block the submission of the URLs automatically 

using CAPTCHA the first website was Alta. At CMU, on 

HIPs advanced efforts have been made [17]. Authors have 

been introduced the concept of CAPTCHA and declared 

that it is the compulsory properties. Numerous CAPTCHA 

processes (e.g. Bongo, Pix, Gimpy) are present to users on 

respective website. More than three years, PARC and UC 

Berkeley considered a new provocations [18], in this 

aspect another type of authentication is Mandatory Human 

Participation (MHP) that utilizes a character-morphing 

algorithm for producing the character identification 

riddles. In current scenario entire CAPTCHAs are within 

commercial use to obtain the benefit of advanced human 

capability in understanding machine written wording. 

Another technique used facial features, graphical tests, 

speech [19][20]. With our depth and keen knowledge, this 

paper demonstrates primary attempt made in particular 

”Handwritten CAPTCHAs”. 

CAPTCHA was distinct since single cryptographic 

protocol of whom basic stability statement is relied upon 

an AI issue (Von Ahn et al., 2003). Accordingly 

CAPTCHA in reality compose single AI-based encryption 

system to encode the data which results either CAPTCHA 

is neither reduced down and there is a method to 

discriminate humans against a computer systems, either the 

CAPTCHA is broken through computer systems and a 

purposeful AI issue is solved(Von Ahn et al., 2003). 

As far as the market concerns are being considered the 

CAPTCHA are considered to make difference between the 

computer and human tasks and understanding the things 

which are quite impossible for the system to perform. As 

per Chellapilla and Simard machine learning can be easily 

broke the pure recognition tasks and the complex form of 

HIPs can be generated from a combined processing of 

segmentation and recognition process.  As per them the 

most effective way to confuse machine learning is building 

segmentation tasks. 

Many of the character segmentation techniques were 

developed for make harmful to text CAPTCHAs  [21]. 

Gabor filters propose to solve CAPTCHA using image 

signal processing with localization of spatial and frequency 

information [22]. Log-Gabor filters were used CAPTCHA 

images along four directions to extract character 

components while k-Nearest Neighbours were used for 

recognition (H. Gao, et al., 2016). (Bursztein et al., 2014) 

tried for detecting entire possible slice ends to partition a 

CAPTCHA into particular characters (Bursztein et al., 

2014). The effective slices were being retrieved through 

checking second derivative considering graphs. Based 

upon cut points, the understood potential portions may be 

taken out. The ensemble learning concept was adhered to 

vote realization scores, as is stronger with of noise 

(Bursztein et al., 2014). Chen et al. categorized the 

CAPTCHA segmentation procedures into various 

classifications likewise structure, width, filter, projection, 

contour, connection and centered the string bit recognition 

procedures based upon neural network ,deep learning 

techniques  [23].  

For the purpose of segmentation provocations, the 

present CAPTCHA solution procedures are majorly relied 

upon known-plaintext attack where count of educating 

samples is confined. Considering the work by, Chen et al. 

collected 1000 CAPTCHA dataset which contains 4000 

characters in total, confined through the prevailing of 

CAPTCHAs  [24], in which selective learning confusion 

class (SLCC) launched a complicated confusion class for 

enhancing character identification. This kind of 

known-plaintext attack has confined capacity within 

training understanding CNN models.  

Because of complexity of possessing a big amount of 

tagged CAPTCHA data sets, Stark et al. proposed an 

working deep learning model which adheres only few 

training data set extracted from Cool PHP CAPTCHA 

architecture for their CNN framework without any human 

being interference [25]. They elaborated procedures of 

localization and segmentation steps which permits for 

CAPTCHA to be used and cracked for CNN training (F. 

Stark et al., 2015). These segmentation techniques tried in 

[26] were able to not solely crack elementary CAPTCHAs 

however also display the vulnerability inside various 

another corporate level CAPTCHAs. Further, CAPTCHA 

provocations created through Google are often reutilized 

and may be much vulnerable to being broken (S. Sivakorn, 

2016).  
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Bostik et al. [27] attempted various machine learning 

procedures for testing a CAPTCHA of 4950 synthetic 

string bits created through a PHP generator (O. Bostik, 

2018). Given experimental inferences displayed which a 

feed-forward network possess better production than 

k-NN, SVM, and another ML procedures. The same views 

are considered through various research that are been 

validated workability of neural network into breaking 

CAPTCHAs [28]. For instance, two primary stages, 

recognition and localization, were merged into their 

procedure within literature (M. Kopp, 2017). The former 

phase uses a k-means and heat map technique to 

demonstrate if a string bit is situated at middle with help of 

ANN. The recognition phase generates a CNN within 

results have evident it as workable technique for 

identifying the characters. The procedure also accepted 

BotDetect CAPTCHA, a up-to-date and paid service 

utilized through various government companies and 

institutions whole around the globe, for testing and data 

training.  

Similarly, Jaderberg et al. launched a procedure for text 

spotting from whole image (M. Jaderberg, 2014) [29]. It 

calculated a text saliency map through four state-of-the-art 

CNN categorisers within a sliding window in which 16 

various scales were iterated for targeting text heights. 

Character case-sensitive , Insensitive classification ,Text 

detection, bigram classification categorization were made 

through changed CNN networks(M. Jaderberg, 2014). 

CNN was launched for solving the document identification 

issue (Y. Leven, 1998) [30] and the current variants have 

been extensively utilized for suitable image categorization 

(Y. Jia, 2014). Other models also could have been utilized 

for labelling CAPTCHA pictures, likewise Caffee, a deep 

learning architecture that operates returns and images sets 

of labels being one of major expected (Y. Jia, 2014) [31]. 

6. RESEARCH METHODOLOGY 

6.1. System Overview 

During the design stage the main principles which play 

an important role for providing a more robust CAPTCHA. 

In our proposed scheme, multiple secure features which are 

extremely effective to obfuscate challenges for the 

breaking attack but easy to solve by users have been 

applied. In the proposed methodology the major focus is 

for the generation of the captcha which actually detects the 

threats easily like machine login and other similar tasks. 

The proposed system is designed in two different phases: 

Phase I: Captcha Generation- For this step two 

different input variables are considered as image (Ii) and 

text defining the image and also the reshuffled text (Tij) of 

the correct one by shifting the position of the words in the 

considered string. In the complete generation process two 

different databases are maintained as of integrated images 

and second is of the real text embedded over image. For the 

single image considered number of captcha’s can be 

generated as under: 

 

Figure. 2 Image taken as sample. 

\

 

 

Figure  3. Further image generated after shuffling the text. 
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From the above images image 2 is the real and rest are the 

fake images for which two different databases are considered 

which will help in reducing the number of iterations when 

checking the correct captcha.  

Phase II: Captcha Validation- Once the captcha database is 

generated the captcha is randomly selected from the dataset 

created and is checked for efficiency after selection is made 

from user’s end. The text embedded over the image is 

retrieved from the image is checked for accuracy for which 

n-gram (unigram, bigram and trigram) model is used. The 

extracted text is checked for matching from the text database 

and if the text retrieved from the selected image from user’s 

end matches then access is granted and if not matching then 

next captcha is presented for user for selection and same 

process is repeated further. 

6.2. Mathematical Model 

System S,considered the collection of integrated images as 

input which comprises of text over image and are generated 

using the steps discussed in phase I. In the complete system 

two different datasets are managed as common dataset (Dc) 

which comprises of all generated embedded images (EI) and 

another dataset (Dt) is the collection of the original text (Ti). 

Generation:EIi= {Ii, Ti,Tj,} Where 

 

Ii: Input Images, 

Ti: Original Text, 

Tj: Blend of text, 

EI: Embedded images. 

Validation: For all EIi text Tiis extracted and checked for 

accuracy after selection by user and is validated using the 

n-gram model (unigram, bigram and trigram). 

The first step in phase II is all about the extraction of the text 

from the image which then pre-processed for stop word 

removal, stemming, etc. In the proposed work ORC technique 

is being for the extraction of the text from the image as 

discussed in Chidiac, Damien, and Yaacoub (2016) [32]. 

The other element is the “Entity Extractor”, which simply aims 

at removing the structure out of text. Therefore, following are 

some steps through which the meaning of Entity Extractor can 

be easily understand. In the stating, the text was removed from 

the image in order to get the number of entities involved. 

Further, each and every organization follows the path of 

disinfect text and results in following:  

Segmentation of characters others than alphabets,  

Avoiding the use of similar terms,  

Review either the correct English words are used or not,  

Monitoring the spelling errors. 

In the case when the n-gram model is being counted it checks 

the probability of the words coming next to considered word 

on the basis of the training dataset available and classifies the 

text as fake or real. In the case when the probability of the very 

word is higher as per the training dataset then the text 

embedded is real else fake. N-gram model goes with unigram, 

bigram, trigram, in the case of the unigram considering “Dhoni 

is a robot” as the extracted text then for unigram probability of 

‘is’ is checked for ‘dhoni’ and similarly probability of ‘a’ is 

checked for ‘is’ and so on, now if the probability of occurrence 

of words is higher as per the training dataset then the text 

retrieved is real else fake. 

Considering the working example of the n-gram model 

working,  

S (News): I I am not, 

Training dataset: 

S1: I am a human, 

S2: I am not a stone, 

S3: I I live in delhi, 

 Model applied is unigram  

P(S) = P(I I am not) = P(I / <S>) * P(I / <S>) * P(am / <S>) * 

P(not / <S>) 

= 3/3*3/3*2/3*1/3 

=1*1*.6667*.3333 

=0.22219, is the probability of the occurrence of these defined 

words as combination. 

Model applied is bigram  

P(S) = P(I I am not) = P(I / <S>) * P(I / I) * P(am / I) * P(not / 

am) 

= 3/3 * ¼ * 2/4 * ½ 

=0.0625, is the probability of occurrence of these words as 

combination using the bigram model. 

Model applied is bigram  

P(S) = P(I I am not) = P(I I / <S>) * P(am / I I) * P(not / I am)  

= 1/3 * 1/1 * ½ 

= 0.1666, is the probability of occurrence of these words as 

combination using trigram. 

On the basis of the calculation made above it is quite clear that 

“I I am not” is a false selection which actually is being 

calculated on the basis of the training dataset available. In the 

all of the applied n-gram models the highest probability 

showing the together occurrence of the words is 0.222 and is 
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even less then half which shows that the text represented is 

false. 

7. RESULT AND DISCUSSION 

In the research methodology defined the dataset is being 

created for the images embedded with text over them and also 

for single image several other images are generated by 

shuffling the text associated over image. In the normal cases to 

ensure that the machine is not auto answering the website 

request some queries are generated online for security of the 

website and data generated online. In normal cases images, 

mathematical queries and some integrated segments are used 

to ensure that the user is human to avoid multiple visits and 

also to avoid the unwanted traffic over the network. In the 

work presented the efficiency of the technique is measured and 

compared using certain parameters as loading time, response 

time, success rate, cloud interface, security, precision, recall 

and accuracy. In the very initial stage the dataset is being 

created using the images and text embedding as shown below. 

In the very initial phase of testing 100 different images are 

considered and from that 100 images and text associated with 

them other 1000 embedded images are generated by shuffling 

the text associated with images. 

 

 

Figure 4. Example of the images embedded with text for 

which a dataset is created. 

As shown in the figure above 4 different images are 

considered and also all of the images are having the text 

embedded over them, “will covid19 cases increase allow 

schools to be resumed over again”, “four ways bob corker 

skewered Donald Trump”, “will covid19 cases be responsible 

for yogi adityanath’s downfall” and “Rich would benefit most 

from trump tax cut plan policy group”. From all of the 

available text different embedded images can be further 

generated by shuffling the text words as under: 

1. “will covid19 cases increase allow schools to be 

resumed over again” (original text), 

2. “will increase resumed over again schools to be 

covid19 cases allow”, 

3. “covid19 school resumed again over cases allow 

increase to be will”, 

4. “schools over again covid19 resumed increases cases 

will to be allow”, and so on. 

For the other texts available similar other texts can be 

further generated and are embedded over the images to create 

multiple copies of images, the dataset considers about 6 

different shuffling of the text over the image, a single example 

of the image generation is shown below: 
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Figure 5.  Multiple images generation for verification. 

Below are screenshots considered for methodology 

defined as the text after retrieval from the image is checked for 

the probability of occurrence of words next to one another for 

which the results are as under: 

 

Figure  6.  shuffled group of images 1 generated and 

verification on the basis of the probability of the text 

occurrence. 

 
Figure 7. shuffled group of images 2 generated and 

verification on the basis of the probability of the text 

occurrence. 

 

Figure  8. shuffled group of images 3 generated and 

verification on the basis of the probability of the text 

occurrence. 

 

Figure  9. shuffled group of images 4 generated and 

verification on the basis of the probability of the text 

occurrence. 

 

Figure 10. User interface available for selection to access the 

web application. 

The complete image set is considered as image and text for 

which Tij and Iij are used for notation, where i defines the 

image number and j defines the image and text inside 

image/text.  

Table 1. Showing the probability of occurrence of words 

shuffled to create further images for selection. 
Images/Text from individual 

set 
Corresponding probability of 

occurrence 

T11 0.0000 

T12 0.0000 

T13 0.0000 

T14 0.0000 

T15 0.0000 

T16 0.0002 

T21 0.0000 

T23 0.0000 

T23 0.0000 

T24 0.0000 

T25 0.0000 

T26 0.0004 

T31 0.0000 

T32 0.0000 

T33 0.0000 

T34 0.0000 

T35 0.0000 
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T36 0.0013 

T41 0.0000 

T42 0.0000 

T43 0.0000 

T44 0.0000 

T45 0.0000 

T46 0.0004 

The table above shows the probability of occurrence of words 

together for n-gram model is being used which defines the 

probability of occurrence of words in the string on the basis of 

the dataset considered, in the methodology uni-gram, bi-gram 

and tri-gram model is used to compute the probability. In the 

table the probability of occurrence of last image of every 

image set is having non-zero digit as probability which denotes 

that the last one is correct image with respect to the text 

embedded. The probability of the words is zero for all other 

because of the size of the dataset, by the time dataset size 

increases the methodology will start showing scattered or 

varied probabilities. The snap below shows the computational 

step used for generation of the probabilities using the n-gram 

model: 

 

Figure 11.  Computational steps counted for probability 

generation. 

For the comparison of the methodology described several 

parameters are considered as precision, recall, accuracy, 

loading time, response time, success rate, etc.  

Table 2. Comparison results based on discussed parameters. 
Comparison 
Parameters 

Text 
Captcha 

Image 
Captcha  

Face 
Captcha 

Proposed 
Methodology 

Loading time 
(sec) 

2 3 3.5 3 

Response time 
(sec) 

5 6 4 4.5 

Success Rate 90% 90% 93% 97% 

Security No No No Yes 

Precision 87 85 87 95 

Recall 80 80 87 93 

The results have described that the proposed methodology 

outperforms the other methodology used for the security of the 

web on the basis of the several parameters considered. As the 

results are on the basis of the intermediate computation hence 

it is difficult for the machine to detect the technique used for 

the generation of the captcha and also to identify the correct 

image. 

8. CONCLUSION 

CAPTCHAs are an effective way to counter bots and 

reduce spam. The web being the primary means of 

transmission of information needs to be protected from 

malicious web-bots which pose a hindrance to web services 

hence the need for a public Turing test to tell computers and 

bots apart was designed. The embedded image and text 

captcha system is able to generate a platform for 

authentication for the user over the web based applications 

which enhances the security level. The generated system best 

works to reduce the breaking of the generated captcha and at 

the same time the user interface generated is quite user friendly 

and easy to use at user’s end. The technique presented in the 

work is the combination of the text and images for which 

several components are generated by shuffling the text 

embedded over the image by the means of the word 

replacement. In the GUI or at the user end the system asks for 

the selection of the image that matches the text overwritten and 

after selection the text is extracted from the image is then 

checked for probability of occurrence of the words together 

using the n-gram model and if for all images provided the 

probability is higher for the selection made then the access is 

granted and if not then re-selection is provided, the same is 

repeated for three times and if the authentication fails then the 

system stops responding for the query made by the user. The 

system is tested for several images and associated text over the 

image for which the results are shown in the tables and images 

attached in the paper. The comparison results shows that the 

system is prone to attacks for un-authorized access to the web 

content. In the future the work can be further processed by 

automating the process of image generation with respect to the 

text shuffling. As the major limitation of the work is about the 

computational complexity and response just because of the 

integration of the text and images and also the work can be 

further compared on the basis of the image quality provided 

for several associated parameters. 
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