Indexed Crime Data Visualization Utilizing Self-Organizing Map Algorithm
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ABSTRACT

Visualization is the transformation of symbolic representation to geometric representation. The goal of visualization is to analyze, explore, discover, illustrate, and communicate information in well understandable form. Visualization of crime data provides sufficient input to the authorities on the trends of crimes in the locality. This study clustered the indexed crime data of Misamis Occidental Philippines. Further, the study utilized Self-Organizing Map (SOM) to visualize the data. Results showed that five indexed crime data were clustered together, and three crime data were on the same cluster.
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1. INTRODUCTION

Crime is an offense against the society that often prosecuted and punishable by the law [1]. Further, it is a major issue where the top priority has given by our government [2]. It has been noted that criminals commit crimes at any place and in any form [3]. The term vulnerability used as the intangible focus for conversation of the opportunities provided by the legal environment to planned crime, although with some reservation [4]. Moreover, it depends on the intentions of those criminals involved in the execution of their acts, upon the state's regulations and the standards of the sector itself, and of course, the intentions of those participating in the area [3].

Nowadays, the criminals are becoming technologically sophisticated in committing crimes [5]. Therefore, police need crime analysis tool to catch offenders and to remain advance in the battle between the criminals and the law enforcement unit. The police should use the current technologies [6] to provide themselves the needed boundary. Accessibility of significant and updated information is the paramount requirement in conducting of daily business and operation by the police, particularly in crime investigation and detection of criminals. Police organizations everywhere have been handling a large amount of such information and a huge volume of records. Thus, crime data visualization is needed for the authority.

Visualization of crime data is very important in order to identify the crime pattern and support decision making in crime prevention [7]. Moreover, this technique is important as it can represent crime data into more understandable presentation and can be used to support decision making processes.

There are many visualization techniques that can be found in the literature. For an example, [8] compared several different ways of visualizing high-volume crime data and discussed a few possibly unforeseen, implications of mapping techniques. Moreover, [9] focused on comparison of three visualization techniques (map animation, the isosurface and the comap) in visualizing time and space in crime patterns.

With the availability of different technology-based techniques of data visualization, most researchers may find it easy to visualize data for any purposes. One of the most popular techniques in data visualization is artificial neural network (ANN) inspired by biological processes in the brain that typically recognized as non-linear distributive adaptive systems [10]. Application areas of ANN include the system identification and control, visualization, data mining, pattern recognition, medical diagnosis, sequence recognition, e-mail spam filtering and financial applications.

The Self-Organizing Map of [11] is an unsupervised learning neural network. It provides a nonlinear mapping from a high-dimensional input space to a lower-dimensional, often two-dimensional, and output space. In the process of mapping, the topology of the input space is mostly preserved. Input vectors that are close to each other in the input space are mapped to units that are close to each other in the output space. SOMs can be used for analysis and visualization, vector quantization, and clustering. In the context of GIScience, SOMs are primarily employed for spatial pattern analysis.

There are numerous studies that utilized SOM for visualization of unsupervised data in different field of specialization [12]–[15]. The study of [16] applied SOM on ecological data that included the presence or absence of 283 species at the 252 sites in the AdoureGaronne drainage basin.
in South-Western France and classified the sampling sites as well as visualized the spatial distribution of each of the 283 considered species. In addition, [17] utilized SOM for clustering sample units (in species abundance database which consists of the species and the sample units) and visualization of species abundance by utilizing the component planes visualization technique. The use of 4x4 neurons in the Kohonen layer was observed and claimed that the selected map size is larger than the amount of sample units with 10 sample units.

2. METHODOLOGY

The self-organizing map is a learning algorithm that was originally proposed by [18]. The SOM is a fascinating neural network method that has found increasing interest in water resources applications. SOM networks learn to cluster groups of similar input patterns from a high dimensional input space in a non-linear fashion onto a low dimensional (most commonly two-dimensional) discrete lattice of neurons in an output layer [11]. In this study, the self-organizing map algorithm was utilized where flowchart is shown in Figure 1.

3. SIMULATIONS

In this study, the use of eight (8) indexed crime data was observed. The data were obtained from the different police stations of the province of Misamis Occidental, Philippines. In the study, there were 100 neurons specified and 200 epochs that can complete the 10x10 self-organizing maps.

Figure 2 presents the self-organizing map topology. The study applied the hexagonal SOM topology which is in two-dimensional array of neurons represented as:

$$M = \{m_1, ..., m_{pq}\}$$

The neurons are connected to adjacent neurons by a neighborhood relation. This dictates the topology, or the structure, of the map. Usually, the neurons are connected to each other via rectangular or hexagonal topology.
Figure 3 presents the establishment of the SOM neighbor connections. Immediate neighbors (the neurons that are adjacent) belong to the neighborhood $N_c$ of the neuron $mc$. The neighborhood function should be a decreasing function of time: $N_c = N_c(t)$.

Figure 4 presents the SOM Neighbor Weight Distance. The blue hexagons represent the neurons. The red lines connect neighboring neurons. The colors in the regions containing the red lines indicate the distances between neurons. The darker colors represent larger distances, and the lighter colors represent smaller distances. A band of dark segments crosses from the lower-center region to the upper-right region. The SOM network appears to have clustered the flowers into two distinct groups.

Figure 5 presents the indexed crime data of the province of Misamis Occidental clustered into two groups. As shown, there were five indexed crime data on cluster 1 such as murder, physical injury, robbery, theft and carnapping. On the other hand, homicide, rape and cattle rusting were on the second cluster.

4. CONCLUSION AND RECOMMENDATION

Self-Organizing Map successfully clustered the indexed crime data of Misamis Occidental. Murder, physical injury, robbery, theft and carnapping were clustered together. On the other hand, homicide, rape and cattle rusting were on the other cluster. Authorities may utilize the results of the study to gain insights pertaining to the common crimes in the province of Misamis Occidental.
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