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 
ABSTRACT 
 
The mechanism that convert and detect the handwriting 
letters by using machine-encoded forms is called handwriting 
recognition. The interaction between machines and humans 
is very important so that the handwriting recognition must be 
found. The complexity of Arabic letters and the similarity of 
at least three letters is main challenge to recognize them 
.Thus, our main challenge is to propose a methodology, 
implementation and evaluation of Arabic letters recognition 
system by using Artificial Neural Network approach in order 
to achieve high accuracy with some techniques will be 
produced in this paper. 
In this paper, we apply recognition artificial neural network 
(ANN) for Arabic letters. We use the intensity values of pixels 
for input of the neural network. These results show that ANN 
with high number of training images have the highest 
performace. 
 
Key words: Artificial Neural Networks, Arabic letters, 
Recognition, Matlab. 
 
1. INTRODUCTION 
 
The Arabic script has similar characteristics to the Hebrew 
alphabet. It is an Abjad consonantal system and some letters 
are short and long vowels. Abjad means consonant alphabet, 
or consonants with some vowels letters. Most of Abjad 
language scripts are written from right to left like Arabic 
language. The consonant letters in Arabic are 25 letters while 
the vowels letters are “و“ ,”أ”and “ي”, the Arabic language 
used as an Abjad and as an alphabet. 
Arabic writing language is a bound and cursive script, rather 
than a succession of individual letters. In addition to other 
consequences, this implies that the form of the letter is 
influenced by the position it occupies in the word. An Arabic 
word is written from right to left, not capitalized, and the 

 
 

division of the word over lines is not allowed. On the other 
hand, it is possible to lengthen the lines that join letters as 
much as needed, to achieve the intended format. The double 
consonants are indicated with a tashdid, (a symbol similar to 
the 'w') above the letter in question. 
In addition to Arabic, there are several languages that use this 
same alphabet, which include Urdu and Persian. 
Character recognition is an application of pattern recognition 
discipline. For decades, much work has been done with 
computers to make the patterns of words easier to distinguish. 
Some of the patterns studied are characters, symbols, pictures, 
three-dimensional physical objects, sound waves, 
electrocardiograms, and seismic waves. A detailed and 
comprehensive survey of this topic was found in [1][2][3].  
The Arabic letter "ف " in its different forms is shown in Figure 
1.  
 
 

 
Figure1: The Arabic letter " ف " in its different forms. In the 

beginning, middle, end, isolated - from right to left. 
 
 
ARTIFICIAL NEURAL NETWORK (ANN) 
The artificial neural network has same idea of the human 
brain, it  gains knowledge through repetition of training and 
save this knowledge by using the connecting forces within 
neurons known as weights. 
 A neurobiological similarity presents an opportunity for 
biologists to rely on ANN to understand the evolution of 
natural phenomena. Neurons are the basis of neural networks 
in the human brain. 
 As shown in Figure 2, a neural network of human brain 
consists of four parts that form dendrites, axons, nuclei, and 
connections[4]. 
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Figure 2: The construction of neuron. 

Here,  the same theqniue of the network of neurons is used in 
Artificial neural network , on computer we create the neurons 
artificially. Many neurons which made artificially are 
connecting as an Artificial neural network. 
 
The structure of an artificial neural network is consists of: 

 The inputs X1, X2, ..... Xn.They can be float, an integer 
....etc 

 Weights: W1, W2, W3,......Wn  
 Adder to collect signals in the weighted income. 
 Activation function( ) : the usage of this function is 

to limit the output of the neuron where it makes the 
output within the field [0,1] or within the field [-1,1]. 

 Output (Y) [5]. 
 

 
Figure 3: The structure of an artificial neural network [6]. 

 
The feed forward back-propagation neural network with two 
hidden layers was used  to update the weights from output 
layer return back to hidden layer then input layer to achieve 
best accuracy. The first hidden layer with 13 nodes and the 
second layer of one node we used for the output layer as shown 
in Figure 4. 
The algorithm was tested on a multiple scenario with different 
numbers of neurons in layers.The system was trained and 
evaluated with printed text, as well as several different 
handwriting images  provided by eight people .the results 
showed reduced performance in recognizing printed text 
when differentiating between more than 1120 letters.  
The 900 features are used for input to the neural network. 
These 900 features are obtained of each pixel of input image. 
In this simulation, each figure has 30x30 pixels. 
 
 

 
Figure 4: Architecture of the proposed neural network. 

 
2. METHODOLOGY 
 
Flowchart  

The flowchart in figure 5 consists the steps of methodology of 
artificial neural network method. As we mentioned before we 
gave eight people to write all the Arabic alphabet from (أ toي 
), they wrote each letter 10 times after that by using scanner 
device, we captured all the letters to obtain 2240 images. 
Then converted these images into PNG format and segment 
them by same size (image resizing) which means all the 
images have same pixel dimension to give same features 
numbers of process and increase the accuracy that leads to 
reduce the time. 
Then extracting the features of the images image by image is 
the most important part of handwriting recognition.  
The forth step was classification; we used the artificial neural 
network classifier on ANN algorithm. 

 
Figure 5: The methodology of ANN handwriting 

recognition. 
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Lastly, we evaluate the results of images by using leave one 
person out, 2-fold classification and last technique is leave 
one out approach. A sample of the proposed dataset is shown 
in Figure 6. 

 

  

Figure 6: A Sample of database. 
 
For the simulation results, the dataset that we collect totally 
consists of 2240 images, (8-person x 10 times x 28letter). This 
dataset is used into two cases; the first one we use 1120 
images while the second case we use the total number of 2240 
images (the final number of images that were handwritten. In 
the case of 1120 images, 840 images are used for training and 
the rest of images equal 280 for testing. The other case is 2240 
images; we used 1960 images for training and the rest for test. 
The all images are read and processed from database 
regularly. That means the input of images it was regular 
input, image by image for all people from people 1 to 8. 
 
3.  RESULTS  
 

The output result of artificial neural network by using the 
half of the total number of images (1120 imges) , the result is 
57.9 %. All the letters is detected many times in this figure 
forexample, the second letter in Arabic alphapet also in this 
figure was detected 9 times , no letters detected correctly 10 
times also no letters is detected zero of times. 

In the figure 8 the lines 2, 11 and 24 are detected correctly 
10 times. The detection of the other letters is not detected 
correctly. As we see the detection was in line 27 which is ‘و’ 
letter in arabic alphabet . It was detected 2 times of 10. 

 

Figure 7: The result of ANN with 1120 images. 

 

Figure 8: The result of ANN  with 2240 images. 
 
RESULTS OF K-FOLD CLASSIFICATION 
The leave one person out approach means all the images for 

the first person are used in test and the other all images of the 
seven people are used in train. After that same processing for 
the second person and so on for the rest 6 people. Table 1 
shows the performance of leave-one-person out approach and 
the average between all results was taken (48.1%).  

Table 1: Leave-one-person out approach with ANN 
Method Person 1 

% 
Person 

2 % 
Person  

3% 
Person 
 4 % 

 

ANN 51.1 41.4 62.1 54.2  

Method Person 
 5% 

Person 
6% 

Person 
7% 

Person 
8% 

Averag
e 

% 
ANN 51.6 35.0 41.1 47.9 48.1 
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The 2-Fold classification means the 50% of dataset is used in 
training (1120 images), and the other of 50% of data is used in 
training. The performance of the Artificial neural network 
with 2-fold cassification is shown as below in table 2.  

 
Table 2: 2-Fold classification with ANN 

Method 
 Performance % 

ANN 63.3 
 

The holding of one image for testing, and use all other images 
for training is called leave-one-out technique .This technique 
produced high result for the proposed method because of the 
huge number of training data. The performance of ANN back 
propagation  with leave one out is shown in Table 3. 
 

Table 3: Leave-one-out cross with ANN 
Method 

 Performance % 

ANN 72.9 
 
As a summary to this paper: In table 4 the all results that we 

test of 1120 images ,2240 images,  leave-one-person out, 2 
fold classification and leave-one-out approach are showed 
below, That leads to’ while the number of training images in 
increase ,the performance will be  high. 

 
Table 4: The performance of K-Fold classification 

Algorithm 

(40x28) = 
1120images 

840 for 
training 
280 for 
testing 

(80x28) 
=2240images 

1960 for 
training 
280 for 
testing 

leave-one-person 
out performance 

% 

ANN 57.9% 62.1% 48.1 

Algorithm 

2-Fold 
classificatio

n 
performanc

e 
% 

leave-one-out 
performance 

%  

ANN 63.3 72.9 

 
4.  CONCLUSION  
Handwriting Arabic letters is still needed a lot of interest, to 
minimize much errors depending with the design of 
handwriting language itself. In addition, the recognition of 
the pictures that not related with written text and select it as a 
picture still open question. With 2240 images, the accuracy of 
ANN was good and very close to ANN with 1120 images. 
Increasing the numbers of training samples may lead to an 
increase in the accuracy of letters recognition. In the 
developed system, the performance of the proposed method 

with leave one out technique is better than other techniques. 
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