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ABSTRACT

DVFS (dynamic voltage/frequency scaling) is a well-known and prevalent low power technique in processor components. This article proposes a DVFS scheme for multicore real-time systems. The proposed scheme divides the worst-case processor time of a real-time task into multiple sections and associates different speed with each section in increasing order. As a job executes and progresses, its speed increases according to the speed associated with the sections. If a job’s actual execution requirement is smaller than its worst-case execution requirement, the job starts and executes at a low speed. The amount of consumed energy is less than the worst case. We integrate and evaluate the scheme with a multicore real-time scheduling. The results show that our multi-speed scheme can save energy consumption by up to 6.99% compared with the individual speed scheme. And we also show that our scheme performs better as the number of sections increases.

Key words: Multi-speed DVFS, Multicore, EDZL Scheduling, Real-Time Systems

1. INTRODUCTION

The limitation of battery capacity forces embedded system designers to devise low power techniques in hardware or software components[23]-[27]. DVFS (dynamic voltage/frequency scaling) is a well-known and prevalent low power technique in processor components. By decreasing the frequency and supply voltage dynamically in processors, DVFS can reduce the power dissipation in processors. Many processor manufacturers incorporate DVFS technique into their products[3]-[5]. The challenge of adopting DVFS in embedded real-time systems is that decreasing the frequency and supply voltage causes processing cores to execute slow. It takes a longer time for a real-time task to fulfill its computation than no DVFS technique is adopted. If the core speed is excessively lowered, real-time tasks may not finish in time, resulting in deadline miss.

There have been many studies on DVFS on multiprocessor (or multicore) real-time systems [1,6-16,22,26-27]. Among them, Han et. al [22] proposes the individual speed scheme that calculates an individual speed for periodic tasks in EDZL [17-21] scheduling on multicore platforms. The authors showed that tasks running at their individual speed can be safely scheduled to meet their deadline and consume much less energy.

In this article, we propose a novel DVFS scheme where tasks have multiple steps of speed. From the individual speed for EDZL scheduling, we can calculate the processor time that can be safely allowed to a task without jeopardizing other tasks’ timing constraints. We can adjust the task’s execution speed to reduce energy consumption as long as it fulfills its execution within that processor time. Our scheme divides the processor time into multiple sections and associates different speed to each section in increasing order. A job starts execution at a speed lower than its individual speed. As the job progresses, its speed increases according to the speed associated with the sections. If the AET (actual execution time) of the job is far smaller than its WCET (worst-case execution time), the energy consumption is less than executing all the computation at the individual speed. We integrate and evaluate the proposed scheme with EDZL scheduling. The results show that our scheme can save energy consumption by up to 6.99% compared with the individual speed scheme. And we also show that our scheme performs better as the number of sections increases.

2. SYSTEM MODEL

Multicore platforms consist of m cores that have an individual clock. The core speed is defined as \( f / f_{\text{max}} \) where \( f \) is the current frequency and \( f_{\text{max}} \) is the maximum frequency. The minimum frequency is denoted by \( f_{\text{min}} \) and the minimum core speed is denoted by \( S_{\text{min}} \). Obviously, the maximum core speed is 1. The execution amount of job is defined as \( l \times s \) where \( l \) is the used processor time and \( s \) is the core speed. If a job executes from \( t_1 \) to \( t_2 \) at speed 0.7, the amount of execution is \( (t_2 - t_1) \times 0.7 \).

Assume \( P=V^2f \) where \( P \) is the power dissipation of core and \( V \) is the supply voltage [2]. As usual, to adjust the speed of core, the voltage and frequency of core should be changed together. In addition, since \( V \) and \( s \) are nearly proportional to \( f \), we can say that \( P \) is proportional to the cubic of \( s \). Since the length of used processor time of job is inversely proportional to its speed for a fixed execution amount, the energy consumption of job is proportional to \( s^2 \).
A periodic task \( t_i \) is \( (e_i, p_i) \) where \( p_i \) is a period and \( e_i \) is the WCET supposing \( t_i \) executes at the maximum speed. A task periodically instantiates job \( t_i \) at \( j \cdot p_i \) (\( j = 0, 1, 2, \ldots \)) and \( t_i \) requires the execution of at most \( t_i \), time unit. The job has to fulfill the execution by deadline \( d_{ij} = p_i(j+1). \) A task set is denoted by \( \tau = \{ t_1, t_2, \ldots, t_m \}. \) The total utilization of taskset is \( U(\tau) = \Sigma(e_i/p_i). \)

### 3. MULTI-SPEED DVFS SCHME

#### 3.1 Individual Speed Technique

Han et al. [22] proposed a DVFS technique called the individual speed scheme. Based on Lee’s test [21], it computes an individual speed for each task. From the individual speed, we can calculate the processor time that can be safely allowed to a task without jeopardizing other tasks’ timing constraints. We can adjust the execution speed of the task to reduce energy consumption as far as it fulfills its execution within that processor time. Let \( S_i \) be the individual speed of \( t_i \). The amount of processor time that \( t_i \) can use is \( e_i/S_i \) in every period.

#### 3.2 Multi-Speed DVFS Technique

This section proposes the multi-speed DVFS technique. Our scheme divides the processor time allowed to \( t_i \) into multiple sections of the same length. Let \( N \) be the number of sections. The length of each section is \( e_i/(S_iN) \). The technique associates different speed with each section in increasing order.

For tasks with individual speed higher than or equal to 0.5, the execution speed from \( 2 \times S_i \) to 1.0 with a step of \( (2 \times S_i)/N \) is assigned to the sections. The speed assigned to the first section is lower than the individual speed \( S_i \) by \( 1 - S_i \) Since the length of sections are all equal and the speed of sections are symmetric with respect to \( S_i \), the total execution amount of task in our scheme is equal to that in the individual speed scheme. Hence, jobs can fulfill its execution in the worst case.

Jobs start execution at a speed lower than its individual speed. As jobs progress, its speed is raised according to the speed of the sections. If the AET of a job is far smaller than its WCET, since the job starts execution at a low speed, the energy consumption is less than executing all the computation at its individual speed. Figure 1 illustrates the multi-speed scheme when the number of sections is 4, i.e., \( N=4 \). The individual speed of this task is 0.7. The speeds of the sections are 0.4, 0.6, 0.8 and 1.0. Jobs of this task start execution at speed 0.4. The speed is raised to 0.6 when jobs have executed for totally \( e_i/(4S_i) \) time unit on cores. Suppose a job finishes in the second section. Since the speed of the first and second section is lower than the individual speed, the energy consumption is less than it would be with the individual speed.

For tasks with individual speed lower than 0.5, the scheme does not apply multi-speed DVFS technique. Those tasks execute at their individual speed until they finish. In our scheme, the individual speed is the middle of the section speeds. If the individual speed is close to the minimum speed, there is little room in the space of speed for the head sections. For example, the minimum speed of Strong ARM SA-1100 processor is 0.291. If the individual speed is 0.4, the difference between them is 0.109. The speed of jobs can be lowered just a little.

### 4. EXPERIMENTS

We conduct simulation to evaluate the multi-speed DVFS scheme. Groups of tasksets are created for each \( m = 2, 4, 8 \) and16. As we vary the total utilization from 0.25m to 0.90m with a step of 0.2, we create 100 tasksets for each utilization. Each taskset is composed of a random number of tasks. When generating a task, we randomly select \( p_i \) from \( (10,1000] \) and \( u_i \) from \( (0.1, 1] \), and calculate \( e_i = p_i \times u_i \). We test the tasksets using Lee’s test [21] and drop unschedulable tasksets. The actual execution time of jobs is randomly selected from \( [1, e_i] \).

The processor characteristics in our experiments are shown in Table 1. Every time a job starts a section, the amount of processor time that is used in this section is calculated and the amount of energy consumption is also calculated using the processor characteristics corresponding to the section speed. The energy consumption is \( E = P \times l \) where \( l \) is the length of execution and \( P \) is the power in Table 1. While a job executes, the energy consumed during its execution is summed up.

Table 1: Characteristics of StrongARM SA-1100

<table>
<thead>
<tr>
<th>power(%)</th>
<th>speed</th>
<th>volat.(V)</th>
<th>freq.(MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1.000</td>
<td>1.50</td>
<td>206</td>
</tr>
<tr>
<td>78.9</td>
<td>0.947</td>
<td>1.42</td>
<td>195</td>
</tr>
<tr>
<td>63.2</td>
<td>0.874</td>
<td>1.30</td>
<td>180</td>
</tr>
<tr>
<td>50.0</td>
<td>0.801</td>
<td>1.20</td>
<td>165</td>
</tr>
<tr>
<td>39.9</td>
<td>0.728</td>
<td>1.15</td>
<td>150</td>
</tr>
<tr>
<td>33.6</td>
<td>0.655</td>
<td>1.10</td>
<td>135</td>
</tr>
<tr>
<td>33.3</td>
<td>0.583</td>
<td>1.08</td>
<td>120</td>
</tr>
<tr>
<td>19.8</td>
<td>0.510</td>
<td>0.95</td>
<td>105</td>
</tr>
<tr>
<td>15.0</td>
<td>0.437</td>
<td>0.90</td>
<td>90</td>
</tr>
<tr>
<td>11.8</td>
<td>0.364</td>
<td>0.82</td>
<td>75</td>
</tr>
<tr>
<td>9.44</td>
<td>0.291</td>
<td>0.80</td>
<td>60</td>
</tr>
</tbody>
</table>

![Figure 1: Example for multi-speed scheme when N=4](image)
The energy consumption of a taskset is the sum of the energy consumed by all jobs belonging to the taskset for a hyper-period. We compute the ratio of the energy consumption with a DVFS scheme to the energy consumption with no DVFS scheme for each taskset. Then we average the ratio over total utilizations.

The average energy consumption ratio is shown in Figure 2, 3, 4, and 5. In the figures, \textit{individual} denotes the individual speed scheme [22] and \textit{N-step} denotes the proposed scheme with the number of sections of \(N=2, 3, 4, 5\) and 6. In case \(N=2\), our scheme consumes less energy than \textit{individual} only for large total utilizations. If the total utilization is not high, many tasks have a small execution requirement. For such tasks, the difference between the AET and the WCET is small, resulting in small energy saving gain from a low execution speed. When such a job enters the second section, the execution speed jumps up to the maximum speed, resulting in much energy consumption. We can find out from the figures that the energy consumption reduces as the number of sections increases. This means that moderate speed increase is more effective in energy saving. Our scheme performs better as the number of sections increases. It can save energy consumption by up to 6.99\% compared with the individual speed scheme when \(m=2\) and \(N=6\).

Figure 6, 7, 8 and 9 demonstrate the relative performance of our multi-speed scheme compared with the individual speed scheme. The figures show the average energy consumption ratio normalized to the individual speed scheme. With a small number of sections, our scheme underperforms the individual speed scheme significantly. For example, the difference is 6.49\% when \(m=2\) and \(N=2\). However, as the number of sections increases, the performance of our scheme improves. When \(m=2\) and \(N=6\), our scheme outperforms the individual speed scheme by 5.44\%.

5. CONCLUSION

This article proposes a multi-speed dynamic voltage/frequency scaling scheme for EDZL scheduling algorithm. Our scheme divides the allowed processor time of tasks into several sections and assigns an execution speed to the sections in increasing order. Since the assigned speeds are symmetric with respect to the individual speed, we can safely adjust a job’s speed without jeopardizing the timing constraints. By starting a job at a speed lower than its individual speed, we can expect energy saving if the actual execution requirement is much less than the worst case. The simulation results show that our scheme underperforms the individual speed scheme when the number of sections is small. However, as the number of sections increases, that is, the
execution speed is adjusted more moderately, the performance of our scheme improves. It can save more energy than the individual speed scheme by at most about 7%.
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