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ABSTRACT 
 

The state of art techniques developed for image 
representation, object recognition, and retrieval which 
incorporates Wavelets, Fourier transforms, HoG and SIFT, 
etc. The descriptors acquired from those techniques are 
implemented in numerous computer vision applications, 
however, their functions obtain zero-order information, and 
as a reason this lack in better degree descriptiveness of 
image functions. i.e those descriptors usually use primitive 
visual capabilities which include shape, color, texture, and 
spatial locations as features to symbolize images. These 
functions do not enough to capture excessive level semantics 
of the image. This results in inefficiency in the high degree 
semantic description of the images and unacceptable overall 
performance in the image retrieval system. We proposed a 
unique method that effectively discriminates image 
capabilities applicably and also beneficial in essential 
applications of vision tasks which includes relevant image 
retrieval, recognizing objects, image classification. Unlike 
histogram-based descriptors which include SIFT or HoG, the 
proposed descriptors are continuous and models better-
degree semantics of images that are very competitive in 
Image Retrieval task. Our method describes how the weight 
is decided for every patch of the image that is used as a key 
characteristic to derive better degree semantics of the image. 
Empirical evaluation demonstrates the performance of the 
resulting algorithms on both synthetic and actual issues in 
image retrieval. 

Key words: CBIR, Pattern Recognition, Region Weight 
Learning, Machine Learning.  
 
1.INTRODUCTION 

In real-time applications, image data is typically 
ambiguous and incomplete and objects and/or regions of 
interests have complicated form and appearance variation. 
To ensure the performance of detection and segmentation, 
it's usually necessary to use higher-level data or samples of 

target outcomes, that represent the expected region and 
variability of the specified target and model the relationship 
between an object region and its appearance [1]. 

    Higher-level semantics is historically determined by 
specialists as specific constraint originations supported 
direct observation of object properties in images. Higher-
level semantics outlined during this approach will 
exclusively encrypt straightforward information, similar to 
boundary smoothness, similar intensity or texture, and high 
gradient boundary. They can't capture complicated region 
and visual variation of objects, and that they may be simply 
profaned once noise is present in images. Moreover, 
different applications use different semantics, and it's tough 
to design a general recognition algorithmic rule which will 
exploit all reasonable information. Moreover, several 
semantics features aren't freelance, so determining an 
applicable weight to every template is itself a non-trivial task 
[2]. 

 Discriminative models are trained explicitly to 
differentiate the foreground objects from their background. 
Given enough training examples, discriminative learning 
will construct models with larger discriminative power than 
generative models. Thanks to this, discriminative models are 
widely employed in pattern recognition and bags of 
productive applications are developed using strategies just 
like the Support Vector Machines (SVM), decision Tree 
Learning [3], [4], [7]. However, within the object 
segmentation literature, discriminative models are less 
common than generative models for two reasons. First, in 
training, discriminative learning needs to take into account 
each foreground objects and their background, that is 
additional difficult than generative learning, particularly 
once the data's dimension is high. Second, discriminative 
learning needs rather more training knowledge than 
generative learning. Assembling enough training knowledge 
during a high-dimensional area may be a troublesome task. 
During this study, we have a attention to develop a 
discriminative learning algorithmic rule for expeditiously 
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describing higher-level semantics of an image. The learned 
priors are supports to retain bound properties that improve 
the performance of recognition, resulting in quick and 
correct solutions. To demonstrate the performance of the 
projected algorithmic rule, the visual information of images 
is obtained with well-liked native sampling descriptors 
similar to SIFT then higher-level semantics are derived 
using discriminative weight learning [1], [2]. The SIFT 
information is effective during a distributed application, 
however, they uniquely make use of zero-order statistics as 
they only collect feature occurrences (frequencies), and there 
lacks a natural mechanism for outlining higher-level 
semantics. additionally, distinct histograms usually undergo 
the quantization issue downside.  The projected 
Discriminative Weight Learning (DWL) model is shown 
within the figure 1 where the method of creating descriptors 
is given. For the given image, the dominant region templates 
are detected and therefore the features of those templates are 
extracted with the help of discrimination image gradients. 
The semantic weight is chosen to every gradient direction 
feature. The semantics weight is a model parameter that 
favors the certain templates concerning neighbor templates. 
This model magnificently captures all dominant image 
features that are moderately competitive in image 
approximation, recognition, and image classification issues.   

2. REGION WEIGHT LEARNING 

An imperative property of Region Weight Learning is 
that depicts a template at more elevated level of semantics to 
cover template of image at various granularity, starting from 
the arrangement of little rigid region to entire object [3], [4], 
[5]. Specifically, we utilize 128 gradient directions to 
characterize every template and compose them in a 
progressive system. We utilize a basis similar to pyramid 
model [6] to choose slope for every template. To start with, 
we cluster the connectors on every template into various 
regions depending on their relative x and y directions 
regarding some reference connector of that template. The 
vector is made by linking all gradient directions of that 
collection. Additionally, the groups are resolved for every 
single other template. We represent complete model of 
template in which K represent to the quantity of template 
[3], [6]. 

 

 Figure 1: DWL Model to extract template features 

The model of each template li is defined by template 
coordinates, and zi indicates file of the relating slope bearing 
for this area, i.e zi∈. The whole template L is portrayed by a 
diagram where every vertex signifies a template and a 
traction obtains the limitation upon template I and J [2], [3]. 
We characterize the score of marking image I with the 
template L as appeared in eq-1: 
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Spatial prior: This possibly feature obtains the 

compatibility of version among template i and template j. It 
is characterized as proven in eq-2: 

Local appearance ɸ(li;I): This ability characteristic 
captures the compatibility of setting the gradient instructions 
zi on the location (xi, yi) of an photo I. It is characterized as 
proven in eq-3. 

Learning Model Learning Model: A potential function ψij 
models the object constraints among adjoining templates. 
For area estimation, the usual constraints contain any 
neighboring templates have to be loosely connected [2], [7] 
and we use a Gaussian distribution to version the Euclidean 
distance among the hyperlink factors of adjoining templates. 













 
 22

exp),(
ij

jiij
ji

PP
ll


                 (2) 

Where  Pijis link between templates li to lj and Pjiis link 
between templates lj to li,   

2
ij  is the variance learned from 

the manually labeled images.  (li; I) is calculated as 
follows. 
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Where iw  denotes model arguments corresponding to 
the gradient direction zi and f(I(li)) is a feature vector 
corresponding to the image template defined by li. We 
define f(I(li)) as a length Pi +1 vector as shown in eq-4: 

 
f (I(li)) = [ f1(I(li)), f2(I(li)), ..., fPi(I(li)),1]    (4) 

 
Each parameter fr(I(li)) is the index of placing gradient 

direction zi at image location. We have found that this 
feature vector works better than the one used in Lazebnik et 
al. [6] which defines f(I(li)) as a scalar of a single template 
response. This is because the gradient templates learned for 
a particular template are usually dependent of each other. So 
gradient template helps to join their responses as the 
confined manifestation model. 

Template Importance (TI), measure how frequently a 
feature component appears in an image. It is calculated for 
each image feature component and calculated using below 
equation.  
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Where ݅ = 1, … , ݇, … , ܰ is feature Components, 
݉݁ܽ݊1, , … , ݉݁ܽ݊ܰ is mean of f(I(li )), … , f1(I(ln )) over 
all the images in the database. Inverse Collection Importance 
(ICI), measures how much important that feature template in 
the image. It is calculated for each template of image for 
both the images. Calculated as follows 

 
 (n + 2݅ߪ) 2݃݋݈ , … , (2 + 2݅ߪ) 2݃݋݈ , (2 + 1݅ߪ )2݃݋݈ = ݅ܫܥܫ

 
Weight Vector( w ), is a product of Component 

Importance (CI) and Inverse Collection Importance (ICI) for 
each feature Components of image, it finds as follows 

 
W݅ = T݅ܫܥܫ × ݅ܫ 

 
Where ݅ = 1, … , ݇, … , ܰ is a feature component of 

image. 
 

3. PROPOSED CBIR USING DISCRIMINATIVE 
WEIGHT LEARNING 

The features extracted from SIFT are a success in a large 
variety of applications, however they only take advantage of 
zero-order information as they only describe characteristic 
occurrences (frequencies) and there lacks excessive degree 
descriptiveness of the image semantics. Additionally, 
discrete portions in the histograms are attentive to the 
quantization problem [8], [9], [10]. Our emphasis is on novel 
machine learning method called discriminative weight 
learning that is successfully discriminates primitive image 
features. Thereby in addition accuracy of image retrieval 
system is improved. 

The proposed method is firstly describing histogram sub 
areas of image using SIFT descriptors [3], [6], [11] then 
those features used as foundation to decide better degree 
semantics using discriminative learning. For a given image 
M, first features vector is acquired with the help of a 
histogram based detector consisting of SIFT. The technique 
of extracting SIFT Features is defined in [11]. Let X= be the 
neighborhood characteristic vector defined from given 
image M by applying SIFT algorithm [11] i.e. 

 

X=

⎣
⎢
⎢
⎢
⎡

a1,1a2,1a3,1………….	an-1,	1an,	1
a1,2a2,2a3,2…………an-1,2an,2

………………………………..
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a1,128a2.128a3,128…….			an-1,128an	,128⎦
⎥
⎥
⎥
⎤
 

 
 Let M be region vector consisting of one object 
instance and N be region vector of query image, denoted as  
 

௜݂
௑ , ݅ = 1,2,3, , , ,128	 and ௝݂௒ , ݆ = 1,2,3,4, , , ,128. 

The distance between M and N regions are defined as 
shown in eq-5 [12]: 

F(M→N)=∑ ௜ݓ
௑݀௜௑௒ଵଶ଼

௜ୀଵ  (5) 
  
Where ݓ௜

ெ is the weight assigned for ith feature of݂ெ  
and    ݀௜ெே = ∑ ݀௡

௜ୀଵ ( ௜݂
ெ − ௝݂

ே) is the primary distance 
between ௜݂

௑ and the nearest region in N. The distance from 
query region to other region is asymmetric, i.e., 

 F(M→ N ) ≠ F(N→ M). 
The weight learning phase plays predominant role in our 

approach. In this phase assuming M is a region of category J, 
and a pair of regions M and K is found so that N is a region 
of the same category J and K is a region of a different 
category then this approach enforces following conditions as 
shown below: 

⇒F(M → K) > F(M→ N ) 
ெݓ)⇒ ,݀ெ௄) > ெݓ) ,݀ெே) 
ெݓ	)⇒  ெே௄)> 0ݔ,

Where ݔெே௄ = ݀ெ௄ − ݀ெே. Let a pairs T to be 
constructed for X from the training set, thus x1, x2. . . xT.  

4. RESULT AND ANALYSIS  

The experiments carried out on the challenging Coral 
(Wang) Database and Caltech-101 database [20] using 
Matlab-R2015 to make an analysis of parameters involved in 
Discriminative Leaning. The Coral (Wang) Database 
contains 10,000 images in total and divided into 10 classes. 
We follow the standard measure Average Precision (AP) 
over different categories of the images. Caltech-101 has 
about 9K images distributed in 101 categories, captured with 
different object poses, sizes and variable lighting conditions. 
The objective of Discriminative learning is to describe 
efficient higher level semantics from histogram gradients of 
the images. The frequently used raw features such as 
intensity, color, location, 1st- and 2nd-order derivatives are 
computed and compared at different scales. To extract image 
feature derivatives in varying directions and at different 
scales we explore different operators. Our experimental 
results are compared with the results obtained by SIFT over 
WANG and Caltech-101 databases [20], [16]. SIFT is a 
histogram gradient based approach which efficiently 
discriminates image descriptors. The Descriptors are 
computed with 16x16 template size [4], [6]. Table 1 and 
table 2 presents the retrieval accuracy Average Precision 
(AP) over WANG database and Caltech 101 database 
representing their performance against various combinations 
of raw features [21]. The CBIR Frame work using DWL is 
shown in figure 2. For Each image in the image database 
templates are identified and their features are extracted [22].  

The experiments performed at the interesting Coral 
(Wang) Database and Caltech-101 database [20] with the 
help of Matlab-R2015 to make an evaluation of parameters 
concerned in Discriminative Leaning. The Coral (Wang) 
Database includes 10,000 pictures in overall and divided into 
10 classes. We comply with the usual measure Average 
Precision (AP) over distinct classes of the images. Caltech-
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101 has approximately 9K pictures distributed in 101 
classes, captured with extraordinary object poses, sizes and 
variable lighting conditions. The goal of Discriminative 
learning is to explain effective better stage semantics from 
histogram gradients of the images. The regularly used raw 
capabilities together with intensity, color, location, 1st- and 
2nd-order derivatives are computed and as compared at 
extraordinary scales. To extract image characteristic 
derivatives in various directions and at distinct scales we 
discover distinctive operators. Our experimental outcomes 
are compared with the outcomes received through SIFT over 
WANG and Caltech-101 databases [20], [16]. SIFT is a 
histogram gradient based technique which successfully 
discriminates image descriptors. The Descriptors are 
computed with 16x16 template size [4], [6]. Table 1 and 
table 2 provides the retrieval accuracy Average Precision 
(AP) over WANG database and Caltech 101 database 
representing their overall performance towards diverse 
combinations of raw features [22]. The CBIR Frame work 
using DWL is proven in figure 2. For Each image in the 
image database templates are diagnosed and their features 
are extracted. 

 

 
Figure 2: DWL retrieval frame work 

Those features are stored into template feature database. 
For a given query image features are extracted and compared 
with the features stored in template feature database. The 
results of obtained key templates for image dish is shown in 
figure 3. In the diagram the original image and its key points 
are shown in (a) and (b). The extracted templates are shown 
in (c).   

The covariance descriptors [7] computed which contains 
intensity, location (@1 in the table 1&2) [16]. The 
orientation histogram of edges (OHE) [22] computes 
gradients which collects the zero-order statistics of the 
image (@2 in the table 1&2). First order Derivative operator 
of Gaussian (FDOG) and 2nd-order operators of HoE are 
combined to compute 1st and 2nd order derivatives (@3 in 
table 1&2).  

Finally, Descriptors are computed by evaluating 
additional Laplacian filters (@4 in table 1&2). Our proposed 

Descriptor accomplishes best performance over WANG 
database with combination of 1st order and 2nd order 
derivatives. Our approach outperforms regular SIFT over 
Caltech-101 database by using Laplacian filter. The retrieval 
result @2 and @3 indicates that the OHE and Laplacian 
operators slightly improve performance over WANG 
database. Figure 4 presents the comparison of retrieval 
results which are obtained using SIFT, pyramid method and 
our approach. We observe that in most cases our method has 
very similar accuracy to SIFT, both of which are, on 
average, outperformed by our method over 4.2%. 

 

(a)                                (b) 

 

(c) 

Figure 3: Results of key templates extracted from an image 
(a) Original image (b) Key points of the image (c) Key 

templates 

Capturing local structure and local descriptor density 
have much influenced by template size [22], [23].  To test 
the effect of template size, the results are presented in Table-
3 & 4.  We have fix the template sizes from 22x22 to 8x8. 
Image retrieval performance enhances consistently as 
template size gradually reduces from 18×18 to 12×12. This 
designates that local characteristics at finer scales are more 
distinctive and discriminative. But a too small template size 
(8×8 or smaller) leads to insufficient number of samples for 
Gaussian estimation so that performance deteriorates. We set 
template size to 16×16 whenever single scale descriptors are 
extracted. We evaluate the performance of our methods as 
shown in this section. Out of 101 categories from Caltech-
101 image database 10 images randomly chosen from each 
category and are used as queries. For each query, Average 
Precision of the retrieval at each level of the recall is 
obtained. The retrieval results Average Precision of SIFT 
method at each level of recall is presented in table 3.  

Query Image Region Templates Template 

Features 

Similarity 
Matching 

Retrieval 
Results 

Indexing 
 

Image Database 

 

Template Database 

 

Template 
Feature Database 

One Time Process 
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Table 1: The Experimental results obtained using SIFT and 
our approach over different operator on WANG Database 

 

No Raw Features 
SIFT 
(AP,%) 

Pyramid 

Method 
(AP,%) 

Our 
Approach 

@1 Covariance Descriptors 
(Intensity, Location) 

48.53 50.41 54.42 

@2 Orientation Histogram of 
Edges(8 bins) 

46.62 51.64 53.80 

@3 1st and 2nd order 
Derivatives(Laplace) 

48.37 50.55 54.40 

@4 Laplacian 50.83 51.53 54.50 

 

Table 2: The experimental results obtained using SIFT and 
our approach over different operator on Caltech-101 

Database 
 

No Raw Features 
SIFT 
(AP,%) 

Pyramid 
Method 
(AP,%) 

Our 
Approach 

@1 Covariance 
Descriptors 
(Intensity, 
Location) 

46.64 49.55 54.92 

@2 Orientation 
Histogram of 
Edges (8 bins) 

44.81 50.62 53.47 

@3 1st and 2nd 
order 
Derivatives 
(Laplace)  

47.34 51.39 54.63 

@4 Gabor filters 48.63 51.50 54.32 

 
The retrieval performance AP of pyramid method is 
presented in table 4. In the table-3 precision of Barrel-0004 
at 20% the recall is 70.43 and at 60% the recall is 54.4 etc, 
AP of ten retrievals is 51%.  

The retrieval performance AP of our proposed DWL is 
presented in table 5. With our proposed machine learning 
approach, we further achieve average precision improvement 
of 3.1% on average as shown in the figure 4.   

Table 3: Image retrieval accuracy (AP, %) at various levels 
of recall of SIFT Method 

Category\Recall 20% 40% 60% 80% 100%  

Barrel-0004 70.43 59.4 54.4 50 17.4  

Bass−0020 69.43 54.6 40.6 36.2 25.4  

Binocular−0015 70.98 53.6 41.6 37.2 21.9  

Camera−0024 65.34 37.7 36.7 32.2 20.8  

Ceiling_fan-0019 65.44 60.5 54.5 50.1 22.6  

Cellphone-0031 65.32 58.9 52.9 48.5 17.6  

Chair-0016 65.32 59.6 51.6 47.1 18.4  

Dollar_bill-0010 68.45 58.9 51.9 47.4 11.5  

Elephant-0012 40.15 24.7 14.7 10.3 2.86  

Flamingo-0014 70.8 48.7 29.7 25.3 17.7  

AP 65.166 51.7 42.9 38.4 17.6 43.1 

 

Table 4: Image retrieval accuracy (AP, %) at various levels 
recall of pyramid method 

Category\Recall 20% 40% 60% 80
% 

100
% 

 
Barrel-0004 84.5 69.0

9 
62.2
8 

25 11.9
8 

 
Bass−0020 85.5 72.9

8 
48.3
4 

36.
9 

28.0
8 

 
Binocular−0015 79.3 72.7

5 
44.6
5 

31.
9 

52.6
2 

 
Camera−0024 83.4

2 
74.5
8 

39.7
5 

32.
4 

25.6
3 

 
Ceiling_fan-
0019 

79.0
5 

69.0
2 

56.8
5 

41.
1 

22.8
6 

 
Cellphone-0031 85 76.6

3 
60.9
2 

39.
6 

21.5
9 

 
Chair-0016 75.3

4 
65.6
7 

55.5
6 

45.
6 

21.4
3 

 
Dollar_bill-
0010 

83.1
2 

74.5
5 

59.6
7 

35 12.3
4 

 
Elephant-0012 57.4

5 
53.5 48.2 25.

8 
19.5
4 

 
Flamingo-0014 52.6

4 
50.8
3 

43.8
6 

25.
8 

19.0
8 

 
AP 76.5

3 
67.9
6 

52.0
1 

35.
9 

23.5
2 

5
1  

 

Figure 4: Average precision of SIFT, pyramid method and 
our proposed method at different levels of recall 
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Table 5: Image retrieval accuracy (AP, %) at various levels 
recall of DWL 

Category\Reca
ll 20% 40% 60% 80% 100% 

Barrel-0004 84.5 74.27 63.28 30.48 20.98 

Bass−0020 85.5 82.56 68.34 42.58 28.08 

Binocular−0015 79.3 78.47 64.65 38.32 22.62 

Camera−0024 83.42 79.9 64.75 40.53 25.63 

Ceiling_fan-
0019 79.05 78.99 56.85 38.46 22.86 

Cellphone-0031 85 79.88 65.92 41.59 21.59 

Chair-0016 75.34 71.38 55.56 38.43 21.43 

Dollar_bill-0010 83.12 78.99 62.67 37.54 12.34 

Elephant-0012 77.45 54.32 48.2 34.54 19.54 

Flamingo-0014 62.64 44.79 43.86 33.78 19.08 

AP 79.532 72.35 59.40 37.62 21.41 
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