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ABSTRACT 
 
The food price calculation is a process of estimating food 
volume, usually in a plate, by guessing a countable specific 
container such as a spoon or mini bowl to determine the 
pricing of the food taken. It is a hassle to rely on humans for 
food calculation as humans are biased, unreliable, and 
inconsistent. Before performing the food calculation, food 
items have to be detected and recognized. This paper 
addresses the employment of Convolutional Neural Network 
(CNN) for image detection and recognition.  About 600 food 
images are collected from local restaurants and cover three 
main class items; rice, vegetables, and fried chicken. The 
evaluation was done with three different CNN models; 
Inception V2, Single Short Detection (SSD) MobileNet V1, 
and Resnet50. Interestingly, the Inception V2 model is proven 
to perform with acceptable accuracy for food-related image 
subjects. The inception V2 is generally outperformed SSD 
MobileNet V1 and Resnet50 for food image detection. The 
findings would be beneficial to restaurants owner and 
customers for an automated image detection of food.Key 
words: Convolution Neural Network, Food Images, Image 
Detection, Inception V2, SSD MobileNet V1 and Resnet50 

 
1. INTRODUCTION 

The self-servicing restaurant is a common sight to see a long 
queue on its payment counter as customers line up to have 
their hand-picked food calculated by the staff, and this is a 
slow and repetitive process that could cause boredom the team 
and make the situation even worse. Long queues in the 
restaurant during peak hours are not rare, especially when the 
restaurant is famous for its delicious food and customers are 
willing to spend hours queuing.  A study made in Britain that 
a person snaps after waiting more than 24 minutes [1], 
especially during workday where most customers are there 
rushing to get their food for lunch, timing themselves to finish 
their meal and in time get back to their workplace. Thus, a 
restaurant that fails to entertain its customers in time might 
lose its customers, which negatively impacts their income.  

Restaurants and canteen especially have their food made in 
large quantities and would be piled up for display on food 

counter where customers would personally hand-pick their 
food. The business model is widely adopted as a customer 
would not have to wait for their food, and less amount of 
worker are needed when in compared to full-service 
restaurants, It was reported that 10% of its members had 
started "self-service", where customers have to get the dishes 
by themselves due to the shortage of worker [2]. However, 
many customers can be accommodated by the self-serving 
model at a time, causing a bottleneck to the payment counter 
and massive strain to the person responsible for quoting the 
total food price for each of the queuing customers. 

Due to human intervention in price quoting, there is a chance 
for the customer's price to be inconsistent [3]. The 
inconsistency is not an isolated case, but it is a well commonly 
known. Thus, a clear and concise manner on how the food is 
calculated is essential, and failure to resolve the issue might 
give a wrong impression to the business name itself. However, 
before performing an automated price calculation, the images 
of food have to be detected. Food images of Malaysian food 
like ‘Nasi Campur’ seem unique as it consists of many types 
of items on one plate.  

In terms of image recognition, many methods were 
established. Image detection and recognition solution 
methods have evolved. Much methods and approaches were 
produced and evaluated with small, medium, and large 
images datasets and various images decades [4-7]. Some of 
the popular techniques are neural networks, support vector 
machines, and deep learning. Recently, deep learning is 
becoming popular; for instance, Image Net has seen an 
excellent capability of detecting various type images based on 
pre-trained images [8]. Generally, deep CNN provides proper 
image recognition.  However, training and testing datasets 
require for convergence and accuracy measurement, 
respectively [16].  Besides, CNN model architecture needs a 
careful determination to ensure an effective performance such 
as the convolutional layer are computed with three 
hyperparameters to later deciding on the size of the output in 
terms of depth, stride, and padding [13]. The same goes for 
[9] in food detection and recognition with CNN. They use 
local response normalization for normalization after the 
pooling layer, dataset image scaled to 64x64, and the dataset 
divided where 4 set used for training while the remaining 2 
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used for validation and testing [12]. Currently, many models 
are developed to improve image detection capability further, 
and the models are problem-dependent.  Therefore, this paper 
highlights the evaluation of different CNN models to assist in 
detecting and recognizing ‘Nasi Campur’ images. 

 
2. CONVOLUTION NEURAL NETWORK 
IMPLEMENTATION 
 
2.1 Food Images Acquisition and Preparation 

Food images were collected from a local restaurant. Three 
main classes of the food item are inside the image collect: the 
rice, vegetables, and fried chicken, each of the food dishes 
grouped to avoid potential image segmentation problem, and 
the image are color with good lighting to ensure good image 
quality. About 200 images of data labeling are made by a 
human expert to classify each of the image's food items. Both 
of the data and labels would be stored in a database creating a 
food image dataset. Figure 1.0 shows the sample of datasets 
that were collected from the selected restaurants. 
 
The input image would have to go through a preprocessing 
layer where they have to undergo resizing and normalization 
to ensure the model's input image compatibility. However, the 
amount of preprocessing keeps minimal as CNN's nature does 
not require a substantial image preprocessing task [18]. 
 

 
Figure 1: Sample of datasets 

2.2 Models of Convolution Neural Network  

CNN has excellent capability in detecting patterns with image 
processing. CNN is different than an Artificial Neural 
Network.  It consists of many layers of neurons, but an 
additional layer that makes it distinct from the other neural 
network is the existence of the convolution layer and pooling 
or subsampling layer. The convolution and pooling layer can 
be layered multiple times in a typical CNN, the convolution 
network focuses on the extraction of unique features in the 
image by using filters, and these filters are called convolution 
kernels. In contrast, the pooling layer is the activation over a 
rectangular region in an image resulting in the constant 
output in terms of position. The final layer is like many neural 

networks where its output indicates the probability of the 
predicted class. Hyperparameter consisting of the number and 
size of kernels and number of the layer is also the factor 
affecting model accuracy [9]  In general, CNN starts with the 
Convolutional Layer in the network, and it produces a feature 
map by extracting features of interest or unique features from 
the input image by using feature detector [18].  
 
This unique feature can be a line or curves that might exist 
commonly in the same picture label (category) and 
differentiate the picture label from the rest of the picture label. 
Moreover, there is a convolution function defined by several 
parameters such as input size, kernel size, depth of the map 
stack, zero paddings, and stride in the Convolutional Layer. 
There is also an activation function where the most commonly 
used one is the Rectified Linear Units due to its ability to 
improve the CNN performance [18]. CNN implementation 
using several models depending’s on the datasets. In 
particular, the models evaluated are the SSD MobileNet [19] 
Region Convolutional Neural Network (RCNN) Inception V2 
[20], and Resnet50 (Yu et al. (2016)). SSD MobileNet. Figure 
2 demonstrates the RCNN Inception V2 on a pre-trained 
Inception V3 CNN architecture [21].   
 
 
 

 
Figure 2: The architecture of RCNN Inception V2 

The network architecture of the RCNN Inception V2 
produces a good result on the food image dataset [20]. 
Although its excellent capabilities, a good CNN model is 
needed to ensure reliable object detection. Our subject is the 
food, and due to its sophisticated features, such as contour, 
shape, varied colors, and texture, make it very hard to identify 
its class, and adding like curry or soup affects and 
contaminate the subject features significantly.  
 
4. COMPUTATIONAL RESULTS AND DISCUSSION 

The results were based on three model Inception V2, SSD 
MobileNet V1, and RCNN Resnet50 as discussed in the 
following sections.  
 
4.1 Model I: RCNN Inception V2  
 
For the first try out of using RCNN Inception V2 with the 
parameters setting set to default, the models have a dynamic 
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Learning Rate and SOFTMAX converter.  The result of the 
experiment is demonstrated in Figure 3. 
 

 
 

Figure 3:  Top from left to right (A) Classification loss, (B) Box 
Localization Loss, (C) RPN localization loss, (D) objectness loss, (E) 

Total Loss and (F) clone loss TensorBoard Loss Graph Before 
Smoothing 

Before the result are described in much detail, a sharp point 
on what does each graph represent will be interpreted, 
starting from top left most graph is the (A) 
BoxClassifierLoss/classification loss which represent the l. 
oss of the classification of the detected object into a various 
class which in our cases is Rice, Mixed Vegetables, Fried Egg 
and Fried Chicken. Next to the right is the   
(B)BoxClassifierLoss/localization loss is the regression loss 
of the bounding box, practically the box's position. Moreover, 
to the right, the (C) RPNLoss/localization_loss is the 
localization loss or the loss of bounding box regressor for the 
RPN. Hence, the (D) RPNLoss/ objectness loss is the modal's 
ability to classify the object of interest and differentiate it with 
the background.  While the (E) total loss is the sum of all loss 
on the modal and make an overall modal performance and 
lastly, the (F) CloneLoss is for when the system use multiple 
GPU for training where TensorFlow create a clone of the 
model to train on each GPU and report the loss of each clone 
thus it is ignored since the usage of single GPU only for 
training. Figure 4 shows the training where x plane represents 
the value of the said loss, and y plane represents the number of 
epochs gone through. The graph is jumping up and down, 
which makes it hard to track; thus, a smoothing function is 
needed so that it would be easy to identify roughly how the 
training 

goes.

 

Figure 4: TensorBoard Loss Graph After Smoothing 

After the smoothing process, it is clear and easy to identify 
how the graph patterns go, and the pattern that the 
classification loss graph is the capability of the modal to 
classify the object detected correctly.  It has a new downward 
trend signifying a good learning process; however, it starts to 
have an upward trend after 2000 epochs and worsening at 
3000 epochs. It signifies that the modal is most likely to 
become overfitting. The learning rate had to keep jumping up 
and down for the entire duration of the training, which might 
be due to the changing trend of the training graph shown 
previously in Figure 5. 
 
 

 
Figure 5:  Jumping Learning Rate 

 
Although the last position of TotalLost is at its lowest point of 
0.4, the fact that it is an overfitted network makes it useless for 
real-world usage since it lost its generalization capability. 
However, an evaluation with a random food picture the modal 
unable to detect most of the class given and only manage to 
detect most of the case correctly was rice class might be due to 
its common characteristics of white in color and its contour 

     A                                        B                  C 
 
 
 
 
 
 
 
 
 
 
              D                 E                   F 
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and shape and very much different from the rest of the class 
label.  
 
4.2 Model II: SSD MobileNet V1 
 
Another experiment made to compare the modal performance 
between the previous experiment and to ensure the best model 
take into consideration. This model provides performances 
and speed in mind. However, Version 1 picks due to its 
capability of running faster on GPU-based than in comparison 
Version 2 is faster on mobile devices and slower against its 
counterpart. This model is much faster in terms of its speed in 
detecting but at the price of accuracy. 
 

 
Figure 6: MobileNet Classification Loss 

In terms of graph pattern, the graph starts high, and then it 
starts decreasing before it maintains its position after 18k 
epochs while barely touching Total Loss of 2. As a whole, the 
Loss graphs usually are going and have an acceptable 
downward pattern. However, its regularization loss keeps 
increase from the start of the training, but paying attention to 
the Y-axis of the graph, the difference is not that large as it is 
just a difference of 0.001 between them. 
 

 
 

Figure 7: MobileNet Regularization Loss 
 
Based on the graph, the total loss was more than 2. Thus, it 
signifies a quite bad accuracy of the modal. A physical 
evaluation made to ensure to check how well the modal work 

in working dataset and the result is as the picture below where 
the modal mistakenly identifies fried eggs on the rice might 
be due for the reason of the color of the rice which has been 
contaminated by yellow curry which almost similar in color to 
the yellowness of fried eggs.  
 
4.3 Model III: Resnet50 
 
Continuing to the 3rd model, which is Resnet50, the model 
uses default configurations and its weight set with pre-trained 
of 1000 different object categories used for ImageNet 
Classifications. The localization loss for the model was 
flawed as it became higher than its starting value. The 
classification loss was doing quite well, with less than 0.50 in 
terms of its value. It combined with its region proposal 
network of having less than $ 0.10 in its value. 
 

 
Figure 8: Faster RCNN Resnet50 Performances 

 
Figure 9:  Resnet50 Total Loss 

4.4 Comparison Results 
 
The comparison made between Perception V2, SSD 
MobileNet V1, and Resnet50 as tabulated in Table 1.  It found 
that the best suitable for food image recognition is the 
Inception V2. The total loss and classification loss indicated 
excellent performance for this model. It is supported by the 
findings by Yu et al. (2016) were the Inception V2 
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outperformed ResNet and SSD MobileNet VI for food 
detections.  
 
Table 1: Performance comparison of Inception V2, SSD 
MobileNet V1, and Resnet50 
 
 
Model 

Training 
Time 
(minutes) 

TL LL EO EO 

I 38 0.401 0.101 0.069 12,770 
II 53 3.10 0.354 2.400 2,528 
II 10 1.000 0.09 0.130 7,512 
Note: 
# Total Loss (TL) 
Localization Loss (LL) 
Classification Loss (CL) 
# Epoch before Overfitting (EO) 
 

5. Conclusion 
 
This paper presents CNN's performance for the detection and 
recognition of food images using real datasets from the 
selected restaurants.  It is observed that Inception V2  
demonstrates better achievements in comparison with  SSD 
MobileNet V1, and Resnet50.  The patterns discovered are 
deemed to the detection of items on the plate. These could be 
the initial step and a feasible approach for a restaurant to 
automate food prices. In the future, more images and 
consideration of more food items to enable us to see the 
capability of CNN. 
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