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ABSTRACT 

 

This paper presents a deep learning approach for age estimation of 

human beings using their facial images. The different racial 

groups based on skin colour have been incorporated in the 

annotations of the images in the dataset, while ensuring an 

adequate distribution of subjects across the racial groups so as to 

achieve an accurate Automatic Facial Age Estimation (AFAE). 

The principle of transfer learning is applied to the ResNet50 

Convolutional Neural Network (CNN) initially pretrained for the 

task of object classification and finetuning it’s hyperparameters to 

propose an AFAE system that can be used to automate ages of 

humans across multiple racial groups. The mean absolute error of 

4.25 years is obtained at the end of the research which proved the 

effectiveness and superiority of the proposed method. 

 

Key words: Automatic Facial Age Estimation (AFAE), 

Convolutional Neural Network (CNN), Facial Aging Dataset 

(FAD), ResNet50,  

  

1. INTRODUCTION 

The intelligent interaction between humans and computers is of 

crucial importance to reach both the primary and contemporary 

goals of artificial intelligence (AI) [38] in age estimation. Face 

remains one of the most dominant and informative trait that is 

fundamental for human social interaction, identifying emotional 

tendencies, gender, health qualities and ethnicity or race [1]. 

Recent advancements in the field of Computer Vision in the last 

few decades shows, the human face has gradually become the 

focus of research in developing Biometric recognition systems. 

The appearance of a person’s face is affected mostly by increase 

in age. The observation of aging-related features on faces allows 

humans to estimate the age of others just by looking at their face; 

but human based age estimation is in general less accurate when 

compared with identity and gender estimation [16].  As a result, 

Researchers in recent times have come up with a plethora of 

techniques for the extraction and use of these facial features in 

developing Automatic Facial Age Estimation (AFAE) systems.   

The relationship between facial appearance and aging is not quite 

linear, making it very complicated and varies for different persons 

[25]. This makes automatic facial age estimation whose primary 

 
 

objective is to be able to determine the age of a person using their 

facial images a very challenging topic as a result of the large 

facial appearance variations which is due to the combination of 

both extrinsic and intrinsic factors. Othmani et al [25] also 

revealed that among the various factors affecting aging and 

AFAE systems, race tend to possess the greatest challenge to 

human aging; as Africans or humans of Black racial group have 

unique aging features that cannot be learnt from other races. 

Notwithstanding, it is also an attractive topic due to its roots in 

many real-life applications, such as: health-care; Electronic 

Customer Relationship Management (ECRM), security control 

and surveillance, criminal investigation; age verification in 

sports; human computer interaction, job recruitment exercises, 

comparison between physiological age and actual age; 

web-content filtering and many other applications [2]. 

Though research has shown that automatic facial age estimation 

problems are very challenging; in recent years quality results are 

being obtained, but not much attention has been given to how 

distribution of subjects of different races in a facial aging dataset 

can impel or enhance the accuracy of facial age estimation 

systems used for age estimation tasks of humans across a variety 

of racial groups. This paper proposes a system for automatically 

estimating the age of humans via their facial images irrespective 

their race by using the deep learning approach based on ResNet50 

Convolutional Neural Network (CNN). 

2.  CLASSIFICATION OF RACIAL SKIN TYPES 

Generally, human race can be categorized into four broad groups 

based on skin colour. These are: Asian, Caucasian, 

Hispanic/Latino and Black [23]. 

It is important to note that each of these categories is 

heterogeneous, and the Asians, Caucasians and Hispanics/Latinos 

are be generally referred to as Light skin race in this paper. The 

awareness of these skin groups can help understand better how 

much the human skin colour affects the process of aging.  

Pigmentation is the most obvious difference in skin 

characteristics between different racial groups [32]. This racial 

variation is dependent on the quantity of melanin, amount of ultra 

violet (UV) exposure, genetics, melanosome content and type of 

pigments found in the skin. Four chromophores are responsible 

for the varying colours found in human skin, these are: 

haemoglobin, oxyhaemoglobin, melanin and carotenoids [25]. 

Examining these racial skin colour types, [4] and [3] showed that 

the white pigmented skin types (Caucasians, Asians and 
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Hispanics/Latinos) have approximately half as much epidermal 

melanin as the most darkly pigmented skin types (Blacks). 

However, the composition of white skin types was comparatively 

more enriched with lightly coloured alkali soluble melanin 

components. On an average, it has been found that stratum 

corneum from Black skin contained more corneocyte cell layers 

than that from other racial skin types, and the cell layers in Black 

skin were thought to be more compact perhaps reflecting greater 

intercellular cohesion [35]. Consistent with this, [14] found the 

mean electrical resistance of black skin types to be twice that of 

other racial skin colour, suggesting increased cohesiveness. 

Research have shown that the lipid content of stratum corneum of 

black skin is higher than that of other racial skin types; and that 

trans-epidermal water loss (TEWL) which is the total amount of 

water vapor lost through the skin and appendages under 

non-sweating conditions of the skin is far greater in Black skin 

types as compared to the other racial skin types; also, water 

content (WC) in subjects with black skin colour is far lower than 

in subjects of other skin colour types [26], [35], [29] and [14]. 

Microscopic evaluation of skin [28] revealed that subjects with 

black skin contain larger mast cell granules than subjects with 

other skin colour types. The granules were 1.5 times larger and 

contained more parallel linear striations (PLS) and had 30% less 

curved lamellae. Black subjects were also discovered to have a 

lower threshold to thermal temperature and heat compared with 

subjects of other races [25]. 

Skin pigmentation dictates many of the changes in skin associated 

with aging. Nevertheless, all skin types experience photoaging 

changes but the more darkly pigmented subjects show the 

dermatological signs of aging at a more advanced age compared 

with more white pigmented subjects. Skin wrinkling and sagging 

is a predominant problem of whiter skin types whereas mottled 

hyperpigmentation and uneven skin tone is associated with the 

darker skin types. This increased cohesivity may also explain the 

reduced potential to irritate black skin using a variety of chemical 

stimuli [11]. 

With these inherent underlying biological differences in racial 

skin types observed from these studies, it is clear that the Black 

race have very distinct characteristics from the other racial groups 

(Caucasians, Asians and Hispanics/Latinos). Hence their very 

distinct aging patterns that cannot be learnt from the other races as 

observed in this paper. 

  

3. RELATED WORKS 

Alot of research interest is been drawn in the field of AFAE due to 

its diverse application in solving real-world problems. Extraction 

of ageing patterns (feature extraction) from facial images 

manually, using a set of rules and algorithms is the first phase in 

AFAE involving handcrafted traditional machine learning based 

methods. These features have been categorized into: local, global 

and hybrid [21]. Anthropometric based models [17], Active 

Appearance Model (AAM) [6] as well as Bio-Inspired Features 

(BIF) created by Gabor filters [12] and Local Binary Patterns 

(LBP) [36] were also vastly used to learn texture and shape 

features from the training facial images. 

In recent times, high-level semantic features are developed using 

deep learning methods based on CNNs in order to attain improved 

accuracy and efficiency in AFAE systems. The multi-level CNNs 

execute a chain of transformations on the facial image in order to 

learn a denser transformation representation of the facial image. 

Further abstract features or characteristics are learnt in the deeper 

layers which give rise to a more accurate estimation of the class of 

the ageing patterns. The high-level semantic features extracted by 

using deep learning methods outperform traditional hand-crafted 

features [5]. 

In [25], Yang et al. combined ordinal regression with a CNN they 

called ScatNet to extract facial aging features and predict the age 

of the facial image. They used PCA (principal component 

analysis) to minimize the feature dimension and lastly 3-layers of 

fully connected CNN to produce the final decision via 

category-wise rankers. It was tested on MORPH, Lifespan and 

FACES datasets, and produced good results. 

In [27], Rothe et al. introduced a method known as DEX (Deep 

Expectation), to estimate the age group of humans from a single 

image, before estimating the exact age value. This appeared to be 

more accurate and faster than when trying to estimate the exact 

age from a wide age range. The deep age estimation method was 

able to estimate apparent age without making use of explicit facial 

features. The IMBD-WIKI (Internet Movie Database-What I 

Know Is), FGNET, MORPH2 and CACD datasets were used in 

their experiment and they achieved a state-of-the-art result. 

In order to overcome the problem of optical and motion blurring 

real-time facial images in age estimation, [15] introduced a deep 

CNN model based on ResNet152. The model excludes any form 

of manual intervention while training the feature vector 

coefficients and weights classifier. The whole algorithm of their 

proposed model involves the recognition of face and eye regions 

by making use of Adaboost detector; redefining and in-plane 

rotation of the facial image in the region of interest; and then 

lastly, using the pre-trained ResNet152 model to redefine the face 

region and estimate the person’s age. Their method was 

experimented on the PAL and MORPH2 datasets.  

Taheri and Toygar [15] combines multistage learned features 

from a generic feature extractor, a trained CNN model and a 

selection of age-related handcrafted features. Two approaches 

were implemented in this method. The first approach involves a 

feature-level fusion of a variety of handcrafted local feature 

descriptors of facial components, skin and wrinkle; while the 

second approach involves score-level fusion of different feature 

vectors that were learned from multiple layers of a CNN used for 

age estimation. The method achieved meaningful results on the 

FGNET and MORPH2 datasets. 

Mahjabin et al. [19] proposed a facial age estimator based on 

ResNet50 CNN architecture that implements age estimation 

majorly as a regression problem. Their methods involve a 

pre-processing phase which is made up of face detection, image 

resizing and one hot encoding. In order to improve the number of 

training data in the dataset, data augmentation approach such as 

flipping, rotating and zooming; were implemented. The 

performance of their method was tested on the FGNET dataset 

and training was done using the APPA-REAL and UTKFace 

datasets. 

Fariza and Arifin [9] implemented a basic linear regression model 

architecture and a residual network classification approach based 

on ResNet50 and ResNeXt-50(34x4d) CNN to solve the problem 

of AFAE. The UTKFace database was used for testing the 

performance of the system.  

Huynh and Nguyen, [13] proposed a system based on a Wide 

ResNet CNN for age and gender classification of certain Asian 
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descents. Their approach involves an image augmentation stage 

which was done by using Random erasing and Mixup processing 

in order to improve the quality of the Megaage_Asian dataset and 

a training state, where the CNN was trained for age classification.  

 

4. METHODOLOGY 

Deep learning models are only as good as the data from which 

they are built, so a good data collection practice is crucial to 

developing high-performing AFAE system. Deep learning 

models are designed to automatically generate features, which 

saves feature engineering costs. Therefore, a larger amount of 

labelled data which should comprise of an adequate distribution 

of subjects of the four major racial groups in order for it to be 

more expressive [30] and of high accuracy was needed. 

Dataset collection and dataset pre-processing are the first two 

major stages for developing the AFAE system. 

 

4.1 Data Collection and Pre-processing 

In this paper a Facial Aging dataset (FAE) composed of three 

datasets which were fused into one, was used. These are:  

(i) UTKFace dataset [33]: The UTKFace dataset is a large 

unisex face database that contains over 23,000 facial 

images, with their ages spanning between 0-116 years. 

Though the UTKFace dataset can serve as an excellent 

benchmark for evaluating the performance of age estimation 

systems, there is a large disparity between the distribution of 

subjects across races. The dataset cuts across the four major races. 

While the Caucasians, Asians and Hispanics/Latinos (generally 

referred to as Whites) races share some close aging patterns, 

Blacks have some unique aging patterns that may not be learnt 

from other races [22]; hence their distribution in a cross-racial 

facial aging dataset should be given more preference. The 

distribution of Black subjects in the dataset is barely 20% of the 

total image population. So, in order have an optimum distribution 

(minimum of 25%) of Black subjects in the dataset, and to 

actualize the aim of this research, the UTKFace dataset was 

augmented by complementing it with more facial images of 

subjects of Black race, from the APPA-REAL dataset and 

BlackFaces dataset. 

(ii) APPA-REAL(ChaLearn LAP) database [8]: The 

Apparent and Real Age Estimation (APPA-REAL) facial 

image database consists of 7,591 facial images of both 

males and females. 

Facial images of Black subjects were selected from this 

dataset to complement the population of Black subjects in 

the UTKFace dataset. The distribution of Black subjects 

in this dataset was observed to be less than 10% of the 

entire dataset population, which was still insufficient, to 

bring the population of Black subjects in the UTKFaces 

dataset to a minimum of 25%. 

(iii) BlackFaces dataset: This is a facial aging dataset 

created in the course of this research, between the period 

of March and July 2021; to further complement the 

distribution of Black subjects in the UTKFace dataset, 

due to the limited population of Blacks in the 

APPA-REAL dataset. It is a unisex facial image database, 

which contains 2,700 facial images of subjects solely of 

the Black race, with their ages ranging from 1-100 years. 

The images were obtained by collecting real-time images 

of Black persons from the internet on social media 

websites like facebook.com, tinder.com, twitter.com and 

Google images as well as taking images of people with a 

digital camera. The image of each subject in the dataset is 

annotated with age, gender, date and time the image was 

collected. While collecting the images, it was ensured that 

they were frontal face images and that facial images with 

extreme facial expressions and additives (like excessive 

make-up and very obvious/dark face glasses) were 

avoided. This is the first dataset consisting solely of 

subjects of Black race, that can be used to solve the 

problem of AFAE. 

After collecting these facial images, they were reannotated taking 

the same format as that of the images in UTKFace dataset, 

cropped and resized to 224x224 pixels using Harr Cascade 

classifier [34] and finally collated into a single folder, referred to 

as Facial Aging Dataset (FAD), before been fed to the CNN. The 

total number of images in the FAD used for training the CNN was 

27,356. Figure 1 shows the pie chart of the UTKFace dataset 

before and after it was complemented with more facial images of 

Black subjects to create the Facial Ageing dataset (FAD) used for 

this research. It can be observed that the percentage of subjects of 

black racial group increased to 29%   in the FAD. Figure 2 shows 

sample images from the FAD. 

 
Figure 1: Racial distribution in the UTKFace and FAD. 

 

 
Figure 2: Sample images from the FAD 

 

4.2 Dataset split 

To effectively train the CNN, the Facial Aging Dataset (FAD) 

was first split into training and testing set by using a stratified 

cross validation (CV) approach defined by equation (1) and 

proposed by [10] that ensured an appropriate distribution of all 

ages in each of the training and testing set. 80% of the data was set 

aside for training the CNN while 20% for testing. 

( ) ( ) ( )( )
1

1ˆ ˆ,
N

i

i

i

CV f L yi F x
N

−

=

=          (1) 

where; 

L= loss function,  

−κ(i) means that the model F̂ is trained without the training 

patterns in the same partition of the dataset as pattern i. 

During training, 90% of the training set was used for learning the 

weights and 10% was used for validation. 
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4.3 ResNet50 CNN Architecture 

For the deep learning task of cross-racial AFAE in this paper, the 

ResNet50 CNN [37] initially pretrained for image classification 

task on the ImageNet dataset [7] was used. It is a variant of the 

residual network model. with 48 Convolution layers along with 1 

MaxPool and 1 Average Pool layer; consisting of 5 stages, each 

with a convolution and Identity block, having 3 convolution layers 

each; as shown in Figure 3. It relies on residual learning process, 

designed to solve complex visual tasks using more deeper layers 

stacked up together.  

With ResNet50 CNN, it possible to train ultra-deep neural 

networks with hundreds or thousands of layers and still achieve 

great performance, because it utilizes the principle of skip 

connections and identity mapping which helps it to tackle the 

problem of gradient vanishing while still maintaining a high 

accuracy during training, with these it is; 

(i)    easier to train; 

(ii)   more tolerant of hyperparameters, including 

 regularization and initial learning rate; and  

(iii)  generalizes better. 

Hence the reasons for its choice over other CNN architectures in 

this paper. 

The building block for ResNet50 CNN is defined with equation 

(2), while Figure 4 shows the diagram. 

 ( ), iy x W x= +F               (2) 

where x and y are the input and output vectors of the layers 

considered; 

 ( ), iy x W=F represents the residual mapping to be learned; 

this is unlike other CNNs that can be seen as learning a function 

( )y x=F . 

 

 
 

Figure 3: ResNet50 CNN Architecture 

 

 

 
 

Figure 4: Building block of ResNet50 (identity mapping)  [37] 

 

 

 

 

 

4.4 Fine-tunning the ResNet50 CNN with the FAD for   

 AFAE task 

 

In fine-tunning the ResNet50 CNN for the task of AFAE, the 

following hyperparameters shown in Table 1 were used. 

Table 1: ResNet50 CNN Hyperparameters 

Image size 

Colour mode 

Batch size 

Random state 

Optimizer(s) 

Learning rate 

Epoch 

Softmax layer 

Frozen layers 

224x224 

RGB 

64 

42 

SGD 

0.0001 

20 

116 

0% 

 

For evaluating the performance of the trained ResNet50 CNN for 

AFAE, the mean absolute error (MAE) was used as a 

performance metrics. It is defined with equation 3. 

( )
1

1
ˆ

n

i i

i

MAE y E O
n =

= −             (3) 

where n denotes the number of images used for testing; y


 is the 

real or actual age of a subject i; and ( )iE O  is the estimated age 

of that same subject. The lower the MAE value, the better the 

perfomance of the system. 

 

5. RESULTS AND DISCUSSIONS 

The images from the test set of the FAD were used to ascertain the 

performance of the age estimation system.  

The model loss curve which shows the efficiency of the ResNet50 

CNN model fine-tunned for the cross-racial facial age estimation 

task in this paper in learning necessary features needed for age 

estimation from the input dataset is shown in Figure 5. From the 

curve it is observed that the model learns at optimum level, 

without overfitting nor underfitting. Training is stopped at the 20th 

epoch, to avoid overfitting, attaining a MAE of 4.25 years. 

 

 
 

Figure 5: Model loss curve of train and validation dataset: loss vs epoch 
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Images of Figure 6(a) and 6(b), show samples of subjects with 

their estimated ages alongside their actual ages performed by the 

proposed cross-racial AFAE system. 

From the sample images of Figures 6(a) and 6(b) which consists 

of cross-racial subjects, it can be observed that the age disparity 

between the estimated and actual age of each subject lies 

approximately between the range of 4  years; which 

corresponds with the MAE of 4.25 years attained and used as a 

benchmark in this paper. 

5.1. Performance Comparison 

To prove the superiority of the proposed system in estimating the 

ages of humans across race with emphasis on subjects of Black 

race, because of their distinct aging patterns that cannot be learnt 

from other races; the UTKFace dataset was also used in training 

the fine-tunned ResNet50 CNN, and a MAE of 5.37 years was 

obtained. The sample images of Figures 7(a) and 7(b) shows how 

well it was able to estimate the ages of subjects across race, in 

comparison with  the proposed system. 

From the sample images of Figures 7(a) and 7(b), it can be 

observed that though both systems gave almost a similar 

estimation of subjects of White race, the proposed system gave a 

better accuracy in estimating the ages of subjects of Black race. 

 

 
Figure 6(a): Sample images Subjects across the four racial groups with 

their estimated and actual ages 
 

5.2 Computational Complexity 

In the experimentation phase of this research, the recently 

developed ktrain library [20], which is an open-source library in 

Python, was used for building and training CNN on a 12GB 

memory NVIDIA Telsa K80 GPU. 

6. CONCLUSION 

In this paper, a system that can estimate the ages of subjects 

across the four major multi-racial groups based on skin colour has 

been developed. This proposed system gave a better estimation of 

the ages of subjects across these racial groups, most significantly 

Black subjects, when compared to that trained solely with the 

UTKFaces dataset. This empirically brings to conclusion that the 

distribution of subjects of Black races should be balanced or 

adequately distributed to at least 25% of the total images in a 

multi-racial facial aging dataset, because they have distinct aging 

patterns that cannot be learnt from images of subjects of 

Caucasian, Asian and Hispanic/Latino races (generally referred to 

as Whites). 

 

 

 

 

 

 

 

 

  
Figure 6(b): Sample images Subjects across the four racial groups with 

their estimated and actual ages. 
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Figure 7(a): Comparison of the performance of the ResNet50 CNN 

trained with UTKFace dataset and the proposed system on subjects of 

White racial group. 
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