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ABSTRACT 
Quality of life is considered as an important outcome in health 
research.  The information science and technological 
advances plays a major role in public healthcare. Clinical 
Decision Support System helps to healthcare professionals to 
give better diagnostic decisions. Diagnosing 
Non-Communicable Diseases (NCD) viz., Cardio Vascular 
Diseases (CVD) and Diabetes Mellitus (DM) required 
accurate analysis and prediction. To overcome the problems 
of knowledge based CDSS, machine learning techniques 
acquire knowledge automatically from the previous patient’s 
clinical data. The techniques used for the diagnosis are 
depending on a one or more combination of classifiers. The 
proposed system uses ensemble based methods to give better 
performance of particular disease prediction. The current 
ensemble approaches are the enhancement techniques which 
are based on each stage of outputs.  
.  
Key words : CDSS, NCD, databases, classifiers.  
 
1. INTRODUCTION 
 
Computational well being informatics is a rising research 
area which including different sciences like medical, 
biomedical, nursing, data innovation, software engineering 
and measurements [3]. 
CDSS help medical practitioners to diagnose with proper and 
specific information about patient to enhance health and 
health care [2]. Using predetermined algorithms and rules.. 
The rules are configured by the administrator.  
CDSS are categorized specifically into major two groups: 
Non-Knowledge base CDSS and Knowledge base CDSS. 
These systems consist of Knowledge base, inference rules and 
a mechanism. Rules are generally IF-THEN statements, Rule, 
Evidence and Fuzzy systems.  Non-Knowledge based systems 
uses artificial intelligence.  
 
2. RELATED WORKS 
Machine learning is an artificial intelligence technique 
evolved from computational learning theory and pattern 
recognition. The important techniques of machine learning 

 
 

are Classification and Clustering. Among those few of the 
significant researches are listed below: 
Norul Hidayah Ibrahim et al (2013) proposed a model by 
combining decision tree and hierarchical clustering for 
classification of diabetic patients. This model achieved 80.8% 
accuracy [14]. 
Kulkarni Rashmi Ravindranath (2015) compared the 
different algorithm approaches like Naive bayes, Fuzzy logic, 
SVM,  Decision Tree and Neural Network for the diagnosis of 
heart diseases. The accuracy was achieved by Naive bayes, 
Fuzzy logic , SVM, Neural Network, and Decision Tree  is 
around 90-95%,78-85%, 85-90%, 80-90% and 94-96% 
respectively. An implementation of extended sub- tree 
approaches is used to conquer the problem of ID3 
algorithm, which cannot able to continuous data. Among 
the decision tree is an effective technique for classification 
[2]. 
Emarana Kabir Hashi et al (2017) proposed an expert CDSS 
for the prediction of Diabetes. The system used K-Nearest 
Neighbour (KNN) and Decision Tree (C4.5) algorithms for 
the diagnosis. The correctly classified accuracy for C4.5 is 
90.43%, KNN is 76.96%. The C4.5 gives better accuracy than 
KNN [3]. 
Sid Ahmed Mokeddaem (2017) developed a CDSS to 
diagnose Cardio uses C5.0, RF algorithm and fuzzy 
modeling. The RF algorithm is used for order the features, 
C5.0 are used for crisp value generation. Then fuzzy weighted 
rules generated based on crisp values. The experiment results 
show that the accuracy was around 90.50% [1]. 
The Neural Network (NN) is a subset of machine learning. 
NN have been extensively applied to nonlinear statistical 
modeling problems. To develop the inter relationship between 
the diagnosis and symptoms, Neural Network uses nodes with 
weighted interconnections. 
Mohammad A M et al (2014) designed an automated system 
for heart disease diagnosis by combining ANFIS with ANN 
using MATLAB. Based on experimental work, the accuracy 
of ANFIS (100%) has better than ANN (90.74%) for training 
data, whereas for testing data ANN (87.04%) performs better 
than ANFIS (76.93%) [11]. 
Jung-Gi Yang et al (2014) developed a hybrid prediction 
model for CVD by using ANFIS and Linear Discriminate 
Analysis (LDA), which gives 80.2% accuracy. The dataset 
used for the analysis was the KNHNES V   [6]. 
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Genetic algorithm is based on evolutionary process. The 
genetic system uses an iterative procedure for feature 
selection, the process of selecting the most relevant inputs for 
a predictive model. These techniques will remove irrelevant 
and redundant features which will not effecting the accuracy 
of the predictive model.  
Aishwarya S et al (2014) designed a system for diagnosis of 
diabetes based on LS-SVM and Genetic algorithm . The 
system uses 10-fold cross validation for the analysis. The 
accuracy of the system was 81.33% [10]. 
 
3. FINDINGS AND DISCUSSIONS 
 
To build a clinical decision support systems, literature survey 
describes a various researches based on Machine Learning, 
Neural Networks and Genetic algorithms. The Cleveland 
dataset is the most relevant database used for testing and 
training the system for heart diseases. The Pima Indians 
dataset is the main database for diabetes. The datasets and 
selected attributes for classification are listed in the Table I 
 
Table 1: Datasets and their attributes 

 
Algorithms play a major role in the performance of the 
system. Some of the frequently used algorithms used for the 
construction of the system are listed along with problem 
domain in Table 2. 

Table 2: Classification Algorithms 

 
4. RESULT ANALYSIS 
 
The system performance analysis is calculated using four 
metrics like Confusion matrix, Classification accuracy, 
Specificity and Sensitivity [10][4][16]. 
 
Confusion matrix is a 2x2 matrix which illustrates the actual 
and predicted classification as shown in Table 3.  

Table 3: Confusion Matrix 
 

 Actual 
Negative Positive 

 
 
Predicted 

Negative True 
Negative 

False 
Negative 

Positive False 
Positive 

True 
Positive 

 
The different techniques used for the prediction of Non 
Communicable Diseases Viz., Diabetes and Cardio Vascular 
diseases with prediction accuracy are shown below in Table 4. 
 
 
 
 
 

Dataset Problem  
domain 

Attributes 

Cleveland 
 

Cardio 
Vascular 
Diseases 
 
[14 attributes] 

Sex ,Age, CP, Chol 
,trestbps, fbs, exang, 
Slope,restecg, thalach, , 
oldpeak, ,  ca,  Num, 
thal 

Pima Indians 
dataset 

Diabetes 
 
[9 
attributes] 

Age , 
times_ pregnant, 
 glucose_cone,  
Diastolic_ bp 
(mm Hg), 
Triceps(mm), 
 serum (mu U/ml 
BMI, 
Diabetes _func  
Class Variable 

Hungarian 
dataset 
Hungarian 
Institute of 
cardiology, 
Budapest 

Heart diseases Same as  
Cleveland dataset 
 

Bahrain 
Defense 
Force 
Hospital 
(BDFH) 

Heart diseases 
and Diabetes 

Same as  
Cleveland dataset 
 
23,000 patients 

Application Domain Algorithms 

Cardio Vascular diseases 
 

 

 

BPNN algorithm 
Fuzzy Logic approach 
Naive bayes classifier 
Decision tree, CART 
C4.5, C5.0 
Support Vector Machine 
ANN & ANFIS-LDA 
(Hybrid system) 
MLPNN  and  ANFIS 
(Hybrid system) 
Random Forest algorithm 
 

Diabetes 
 

 

Decision Tree 
C4.5, C5.0, CART, J48 
KNN 
SVM 
Bayesian network 
Decision Tree& KNN 
(Hybrid system) 
ANN and FNN 
(A hybrid NN) 

LS-SVM  and GA (Hybrid  
model) 
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Table 4: Performance analysis 
 

 
The algorithm with the highest accuracy, sensitivity, and 
specificity will be selected as the best classification model. 
The formulas are shown in equations 1,2, and 3 as mentioned 
below. 
Accuracy: It is the percentage of correctly diagnosed to the 
overall instances in the dataset. 
Accuracy                                                (1) 

 
Sensitivity: It is the total number of correctly diagnosed 
positive instances. 

Sensitivity=                (2) 

 
Specificity: It is the total number of correctly classified 
negative instances 

Sensitivity=                (3) 

5. CONCLUSION AND FUTURE WORK 
 
Diagnosis of Cardio Vascular Diseases and Diabetes has been 
considered as one of the major health challenges in medical 
field. The proposed system uses Ensemble based methods for 
the better the performance for the prediction of the disease. 
The current ensemble approaches are the enhancement 
techniques in the field of machine learning. These 
techniques are supported each stage of outputs and 
functionality of the classifiers The system uses different 
ensemble techniques viz., stacking. bagging and boosting. 
These techniques are used for the prediction of liver diseases, 
hepatitis and headache disorders in the medical field. 
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