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ABSTRACT 
 

The article considers mathematical models of text 
documents. Currently, there is an exponential increase in the 
amount of information both in electronic repositories and in 
real life. An important element of the study is the dynamics 
of information. The dynamic characteristics of information 
should be taken into account in search engine algorithms. 
In this work, we built a dynamic model of a text document 
based on TF-IDF measures and conducted experiments to 
apply it in search algorithms. 

The software implementation of the experiments was 
carried out in Python 3.8 in the Spider environment. The 
simulation results showed that the proposed dynamic model 
of the TF-IDF method can improve the accuracy of the 
search for text documents. 

 
Key words: Dynamic model, tf-idf measure, text mining, 
dynamics of information, parameters, information. 
 
1. INTRODUCTION 

 
The concept of information unites many branches of 

science. Information is the object of research in informatics, 
systems analysis, mathematics, in physics, and so on. Today, 
there is an exponential growth in the amount of information 
both in electronic storages and in real life. According to the 
statistics of the website www.worldwidewebsize, as of 
February 2020, about 61 billion pages are registered on the 
Internet, in which some information is displayed. Every year 
and a half, according to the research of the international 
analytical company IDC, the amount of information on the 
Internet doubles. At the same time, its quality is changing: 
the content on existing resources is being specified, in order 

to attract the attention of a larger audience. From here an 
important element of research is the dynamics of 
information. 

 
1.1 Literature analysis and problem statement 

In the course of researching information, the following 
properties are distinguished: relevance, timeliness, 
completeness and accuracy. The relevance of information is 
the relevance of its importance at the time when it entered. 
The timeliness of information characterizes the usefulness of 
information regarding its application to the solution of 
applied problems at the moment when this problem is to be 
solved. If there is enough information to solve a specific 
problem, then they say that the information is complete. The 
correspondence of information about an object, process or 
phenomenon to their present state determines its accuracy 
[1,2,22]. 

Information is exchanged in various ways; it can be 
represented in many formats. This article deals only with its 
textual representation [3,4,23]. 

A text document in this article means the information 
presented on any material carrier in textual form. 

A text document is a static object. But the collection of 
documents is a dynamic object, as it reflects the evolution of 
some topics. Collections of volumes of scientific 
conferences, thematic sites, posts in social networks are 
examples of dynamic collections of text documents. In them, 
text documents or messages are defined in epochs. 

The increase in the physical volumes of textual information 
and the dynamics of their content flows leads to the 
emergence of information noise, duplication of textual 
information, and overflow of information. The generalization 
of large dynamic streams of content that are continuously 
generated in Internet sources requires qualitatively new 
approaches for constructing models of text documents [5 -

        ISSN  2347 - 3983 
Volume 8. No. 9, September 2020 

International Journal of Emerging Trends in Engineering Research 
Available Online at http://www.warse.org/IJETER/static/pdf/file/ijeter130892020.pdf 

https://doi.org/10.30534/ijeter/2020/130892020 
 

 



       Oleg Barabash et al.,  International Journal of Emerging Trends in Engineering Research, 8(9), September 2020,  5712 – 5718 
 

5713 
 

 7,24]. In this case, the input information is the text in natural 
language as a sequence of terms. For the content analysis of 
dynamic collections, it is necessary to use a dynamic model 
of a text document. 
1.2 Aim of the article  

The purpose of this article is to develop a dynamic model 
for selecting the necessary information from a collection of 
documents. 

Conduct computer simulations in the MATLAB 
environment according to the proposed method in order to 
evaluate the effectiveness of the proposed method. 
 
2. THE MAIN SECTION 

 
The following standard hypotheses are used to build 

models of text documents and their collections: 
 the order of the documents in the collection does not 

matter; 
 the order of terms in the document does not matter; 
 words that appear in most text documents do not 

matter; 
 Terms in different forms are one and the same word. 
 In order to make possible the computer analysis of 

text documents, the texts are pre-processed. The 
main stages of which are as follows: 

 reduction of all words to normal form 
(lemmatization or stemming); 

 highlighting terms and highlighting key phrases; 
 deleting stop words. 
Under the text understand the finite set of words, united 

lexical, grammatical, meaningful and frequency ratio, which 
forms an informational message. 

Figure 1 shows the process of accumulating text 
documents in a collection of documents. 

 

 
 

Figure 1:Preliminary processing of text documents 

 A collection of text documents will be understood as any 
set of text documents located on a local computer, server, 
cloud or search engine index. 

First of all, the manufacturer of text documents must 
register their resource in the electronic storage. After 
registration, the document enters the module to highlight the 
links. Links from the current document are sent to the queue 
for downloading a new document via this link. Next, the 
document enters the module, in which control characters, 
commands, etc. are deleted, that is, all invisible components 
of the document. The output is a clear text without all the 
excess, which is passed to the parser (special  
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Figure 2:Lemmatization 

 
module). The functions of the parser include the parsing of 
the text and the selection of terms from the text of the 
document. This module calculates all metrics necessary for 
analyzing a document and building its search image. Then 
the document, or a set of separate terms from it, is submitted 
to the indexer, which classifies the document, that is, finds a 
suitable place in the categories of electronic storage - the 
index, and records in the appropriate format. 

Each text document is a collection of terms that carries 
some information. A term or a word is a syntactically 
independent complex of morphemes forming a rigidly 
connected structure. A word differs from a word 
combination in that some of its elements cannot be used 
independently. Component words have tougher connections 
than component sentences. Lemmatization and stemming 
algorithms are used to account for all word forms of a single 
word. 

Lemmatization (Fig.2) is the process of reducing the 
different forms of a word to one single form in accordance 
with the grammatical forms of a particular language [8]. 

The  stemming is a process of linguistic normalisation, in 
which use to the removal of derived affixes. To date, there 
are many different algorithms for stemming. Particularly 
notable among them are: Porter's Stemmer, KSTEM 
algorithms, and n-grams. Porter's Stemmer is an algorithm 
that does not use word vocabulary. It applies a number of 
rules by which affixes are cut off, basing from the grammar 
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of the language. Porter’s Stemmer works fast, but not 
unmistakably [9-10]. 
 

 
 

Figure 3:Stemming 
 

The KSTEM algorithm is a morphological analyzer 
whose work is based on the algorithm for replacing the 
suffix and searching for the base word from which the source 
word originated (Fig.3). The n-gram algorithm is based on 
the postulate: “If word A coincides with word B, taking into 
account several errors, then with a high degree of probability 
they will have at least one common substring of length N”. 
Such substrings whose length is n are called n-grams. At the 
time of parsing, the word is broken down into n-grams, and 
then the word falls into lists for each of these n-grams. When 
searching, the query is also divided into n-grams, and each of 
them is sequentially searched through the list of words 
containing the given substring [11-14,21]. 
2.1 Text document models 

In the simplest case, only the fact of the presence or 
absence of a term in a document can be considered in a 
textual analysis. This document model is called binary. A 
complication of this model is the approach, where for each 
term not only its presence is indicated, but also some of its 
“weight”. In this case, the weight can be assigned to words, 
phrases, or to the basics of words [15-20]. 

 
 

Figure 4:Vector text model 
The simplest method of weighing words in a document is 

the method of counting the number of occurrences of a term 
(term weight) in a document (Fig. 4). In this case, it is 
considered that if a term occurs more frequently in the text 

of a document, then this document is more likely to be 
related in content to this term. The disadvantage of this 
method is that documents of greater length may have a 
greater weight of the terms included in them. At present, the 
most common method is to calculate the frequency of the 
occurrence of terms in a document (TF). Frequency is the 
ratio of the number of occurrences of a term in the text of a 
document to the total number of terms of this text. The 
disadvantage is that here, on the contrary, long documents 
are underestimated, since they contain more terms, and the 
average frequency of the terms in the text below. To combat 
this effect is applied normalized frequency, which is 
calculated as 0.5 + 0.5(TF/NTF), where NTF is the average 
frequency of the term in the document. An alternative 
method of weighting terms in the texts of the document is 
the logarithm of the frequency of occurrence of the term. In 
this case, the weight of terms included in the text of the 
document is defined as 1+log (TF). To compensate for the 
effect of different resource lengths, a similar frequency 
normalization is used. In this case, the formula looks like 

)log(1
)log(1

MTF
TF




, where MTF is the frequency of the word 

that occurs the most times in the document. 
These methods for determining weight are well described 

in [5-7]. 
Today, a text document model based on the static 

measure TF-IDF is widely used. 
Suppose we have a dictionary W - an ordered set of terms 

whose power is M. The power of a dictionary is the number 
of terms it contains. Then the document can be represented 
as a vector: 

 

1 2, ,i i i iMD w w w   ,         (1) 
 
where wki is the frequency of the k-th term in the i-th text 
document (i = (1, n)). 

iM
ikm

kiTF  ,                            (2) 

mki is the number of occurrences of the k-th term in the i-th 
document; 
Mi — the total number of terms in the i-th document; 

kn
N

kIDF ln                   (3) 

N is the total number of documents in the collection, nk is the 
number of documents in the collection in which the k-th term 
is found. The value IDFk  characterizes the importance of the 
k-th term in the collection of documents. The frequency of 
the term is calculated using the TF-IDF formula: 
 
wki=TFki*IDFk                            (4) 
 
2.2 Dynamic characteristics of text documents  

Over time, the information grow old, i.e. loses its value and 
utility. The reason for this is the constant appearance of new 
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documents that contain more relevant, more complete, more 
accurate and reliable information. 

When constructing algorithms for text analysis, it is 
necessary to take into account the dynamic characteristics of 
the information, since this contributes to the determination of 
the greater significance of relevant documents. 

The process of aging information for different subject 
areas or even topics occurs at different speeds. The rate of 
change of mathematical patterns, for example, differs from 
the rate of development of information technology 
algorithms. Many things influence this process. Features of 
this process are related to the development prospects of each 
of the topics. In 1960, R. Barton and R. Kebler made a study 
and determined the periods of life of publications on physics 
- 9.2 years, on mathematics - 21, geology - 23.6 [21-22]. By 
analogy with quantum mechanics, researchers introduced the 
concept of "half-life" of scientific articles. The “half-life” of 
scientific articles is the period during which half of all 
scientific articles of the chosen topic are published. 

To obtain a quantitative estimate of the rate of aging of 
scientific publications R. Barton and R. Kebler used the 
Malthus model. This model may occur under the following 
assumptions: 
 there is N - the number of scientific papers on some 

topics; 
 it is assumed that the growth rate of the number of 

scientific works is directly proportional to N. 
The latter assumption follows from the statistical studies 

of the international research firm IDC. 
If we consider the model of the document, which is given 

by formulas (1-4), then one of the components of this model 
TF does not depend on time, provided that the number of 
words in the dictionary does not change with time. Indeed, 
TF is calculated according to formula (2), but neither the 
number of occurrences of the k-th term in the i-th document, 
nor the total number of terms in the i-th document change 
over time. The dynamic component of this model is the IDF 
value, which is calculated according to formula (3). 

Let IDFk(t) be the importance of the k-th term in the 
collection of documents at time t on this topic. The relative 
change of this quantity over time ∆t is defined as 

ttkIDF

tkIDFttkIDF
tR






*)(

)()(
)(         (5) 

Then 

t
kIDFttkIDF

tkIDFtR





)(
)(*)(       (6) 

in passing to the limits we get: 

dt

tkdIDF
tkIDFtR

)(
)(*)(                 (7) 

 As a result, we obtained a differential equation with 
separable variables. Its solution depends on the function R(t), 
i.e. from the relative change in the importance of the k-th 
term in the collection of documents. Integrating the left and 
right side of the equation: 

 


t

dttR
t

kIDF
kdIDF

0
)(

0
              (8) 


t

k dttRIDF
0

)()ln(                    (9) 

or   




t
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)(

)(  
If R (t) is independent of time, i.e. is a constant, then we get 
the Malthus model: 

 
tt

kk
cceIDFIDF   0                (10) 

 
where: 
IDFk0 - the importance of the k-th term at time t  =  0; 
βC - the half-life of the relevance of the document related to 
the subject C, is determined by an expert way, for each 
subject separately; 
αC - growth rate of the relevance of the subject documents C; 
C- Subject text document. 

In support of the above, modeling was carried out to 
determine 

  dependence of the K-th element of information on the 
rate of its growth and the "half-life" 

The simulation results are shown in Figure 5. 
The results obtained fully confirm theoretical 

calculations. with the growth of relevance, depending on the 
decrease in search options, the dependence of the detection 
of the K-th element of search information increases. 

 
 

Figure 5: Dependence of the K-th element of 
information on its growth rate and the "half-life" of 
information. 

The advantage of this model is that the Malthus equation 
has an exact solution in the form of a simple and convenient 
exponential function, but from the point of view of 
interpreting the results, it looks rather dubious. The main 
disadvantage of this approach is that the exponential function 
cannot describe events that have local extremes, but for a 
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large number of text documents, the Malthus model is 
correct. 

Consider a model (1), where the weight of the term wik is 
defined by formula (4). This formula is the product of the 
stationary component of the TF and the dynamic IDF. Then 
relying on the Malthus model, you can get: 

 
tt

kikik
cCeIDFTFtw   0)(         (11) 

 
Thus, a dynamic model of a text document is obtained. 

 
2.3 Results 

To compare the models of text documents (4) and (5), the 
problem of searching for text information was considered. 

 
2.3.1 Statement of the problem of searching for textual 
information 

Let a collection of textual documents be given, you need to 
find documents in it upon request on a given topic. The 
collection of documents is presented in the form of a matrix 
(1), the rows of which are vectors constructed using the 
model (4), or (5). A request is a short text document and can 
be represented as a vector (4) or (5). 

Often, the same methods are used in the search engine 
search module as in the indexing module. For example, in 
the vector model, the search is built on the basis of the tuple 
<W, LD, S, Q>, where W is the dictionary, that is, an ordered 
set of terms, the power of the dictionary is denoted as N; 
information flow is a matrix: LK = Di of dimension KxN, 
where search images of K documents. Similarly, they present 
a vector to the query: Q = {q = <t1,t2,..tN>}. Hence, the 
search procedure S has the form Lxq=r, where q is the query 
vector, r is the system response to the query. 

 
2.3.2 Decision algorithm 

 In order to search for information on a given query, you 
need to sort through all the documents in the collection and 
calculate the distance between the vector representing the 
collection document and the vector representing the query. 
The smaller the distance between the document vector and 
the request vector, the more this document corresponds to 
the request: 

 

1

2
( ) ( )

n

ik iq
i

kr t w w


                (12) 

 
where rk -  is the distance from the vector that represents 

the k-th document to the vector that represents the request, 
wik - the coordinates of the vector that represents the k-th 

document, 
wiq - the coordinates of the vector that represents the 

request. 
Further, the documents are sorted, depending on the 

distance to the request and the most relevant documents are 
selected. 

Search quality characteristics are divided into two error 
levels. A first level error is considered if the document is not 

mistakenly among the documents sought. Errors of the 
second level include errors when a document is mistakenly 
found in the searched documents. Let the number of 
documents in the test set be equal to N, of which Np is the 
number of documents matching the request, and Nn  is the 
number of documents that are not related to the request.  

Then, N = Np + Nn.  
Let the number of false passes Fn, and false detections 

FP, therefore the number of correct passes and correct 
detections: TP=Np-Fn; Tn = Nn-FP. The degree of accuracy 
and completeness that are often used in information retrieval 
tasks is calculated based on the characteristics of TP and FP: 
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100%,
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(13) 

Completeness measures the proportion of correct 
information across all documents. Accuracy measures the 
proportion of true detections of all identified resources. 
Completeness and accuracy are values dependent on each 
other. During the development of search engine architecture, 
one usually has to choose one of two characteristics as 
dominant. If the choice fell on accuracy, this leads to a 
decrease in completeness due to an increase in the number of 
false-positive answers. The increase in completeness causes 
a simultaneous drop in accuracy. Therefore, it is convenient 
to characterize the search engine using one value, the so-
called F1 -measure  or Van Riesbergen measure. 

 

1 2 x

x

P RF
P R




                                        (14) 

 
Measure F1 is one of the most common characteristics for 

such systems. There are two main approaches to calculating 
F1 for text document search tasks: total F1 (the results for all 
tests are summarized in one table, by which the measure F1 
is then calculated) and the average F1 (for each test its own 
F1 value is generated, then the arithmetic average for all 
tests). 

The percentage of errors allows you to determine the 
correctness metric:  

 
p pT FA
N
              (15) 

 
 As a working material for the experiments, a test sample 

of 400 text documents in Ukrainian was taken, among which 
there were 250 texts on continuum mechanics (the aging 
coefficient of information in physics is 4.6). Requests were 
fulfilled for documents on continuum mechanics. 

The software implementation of these experiments was 
carried out in Python 3.8 in the Spider environment. Work 
with files: the authors using regular expressions and 
additional libraries (re - regular expressions, pynlple - word 
processing, pandas - for data manipulation and analysis 
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implement opening text documents and removing 
unnecessary meta-information). For lemmatizing text terms, 
we used the pymorphy2 library, which was created to 
process the Russian language, but also contains Ukrainian 
dictionaries for morphological analysis. The pymorphy2 
library also provides the ability to remove stop words from 
document text. Stop-words are words that do not carry the 
semantic load of the text and are found in every text 
document. 

Because of the work done, the following results were 
obtained: 

 
Table 1: Result of the work 

Text 
document 
model 

Accura
cy 

Complete
ness 

F1 
measu

re 

Error 
per-
cent 

TF-IDF 72,9% 74,83% 73,85 0,49 
Dynamic 
TF-IDF 

73,65% 72,06% 73,9 0,48 

 
3.CONCLUSION 

 
The dynamic characteristics of the information should be 

taken into account when searching for text documents, 
because if you need documents in which the necessary 
information should work and will be used for making 
decisions or for other control actions, in this case the time for 
creating the information should be taken into account. 
Otherwise, the decision or guidance may be ineffective. 

 In the work, the constructed dynamic model of a text 
document based on TF-IDF can be used in information 
retrieval systems.  In this case, the sorting of documents and 
the proximity between them can be considered on the basis 
of the Euclidean distance. Unfortunately, if we consider the 
sinusoidal distance, then using the dynamic model of the 
information resource, it will not change, because as a result 
of applying this approach, we get a collinear source vector. 
The way out is to replace the vector model of information 
resources with the eTVSM model - a thematic vector model 
in which a document or information resource is considered 
as an association of smaller documents or information 
resources, but on different topics [23-24]. Considering that 
different subjects vary in time with different speeds, we will 
not get the vector collinear to the original. 

Using various algorithms for classifying text documents 
based on the developed model, the tasks of automating the 
construction of a classifier can be solved. At the same time, 
time accounting in the model can clarify the place of a text 
document in the classifier. 

The search for text documents based on the Malthus model 
has an exact solution in the form of a simple and convenient 
exponential function, but from the point of view of 
interpreting the results, it has several disadvantages. The 
main disadvantage is that the exponential function cannot 
describe events with local extremes, but for a large number 
of text documents, the Malthus model is correct. 

A dynamic model of a text document based on the TF-IDF 
method is constructed. In addition, modeling was carried out 

with a series of experiments that allowed drawing 
conclusions about the effectiveness of the proposed method 
and its application in information retrieval systems. 
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