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ABSTRACT 
 
The objective of this paper is to review and investigate 
machine learning methods and propose an improved Logistic 
regression method for Prostate Cancer (PrC) diagnosis and 
prediction. The paper compares proposed method with 
existing supervised classification techniques for a prostate 
cancer data set. An Improved Logistic Regression method is 
applied on patients vulnerable for PrC showing considerable 
improvement in prediction rate. The proposed 
methodincorporates clinical as well as tumor stages with 
patient ethnic characteristics. The comparative analysis of 
improved Logistic method show improvement on prediction 
accuracy rate and records a better Sensitivity and Specificity 
compared to other popular classification methods. 
 
Key words: Machine Learning,Prostate cancer,Logistic 
Regression,Prediction rate,Specificity and Sensitivity 

 
I.INTRODUCTION 
 
 
Prostate Cancer (PrC) is a frequent and a regular cause of 
cancerous decease in males. In 2017the fresh cases of 
PrCregisteredare1,61,000causing 26,700 deaths in United 
States[1] alone.It is globally leading in seventh position for 
masculine deaths [2].PSA(Prostate Specific Antigen)[3] is the 
major screening test taken for PrC with needle biopsy having 
reasonable efficacy [4].Timely detection of PrC improves 
impermanence rates and leads to avoid over and ineffective 
treatment. Magnetic Resonance(MR) Imaging (MRI) is 
popularly used for cancer which purely depends on human 
examining experience. To assist and improve human 
readability machine learning computer aided methods are 
used. Trained and validated models are designed. 
 
 

 
Machine learning techniques form an effective solution for 
prediction through training and testing phases. Classifiers play 
a vital role for analysing and classifying huge biological data 
into its class labels to discriminate PrC and a non PrC labels. 
Data mining rules with class labels improve learning model to 
grade critical decisions on diagnosis and perform better when 
assisted with examining through human radiomics. In the 
proposed work an improved classifier for learning model is 
implemented with logistic regression method for patient’s 
prediction on PrC using data set [6]. 
 
II.LITERATURE REVIEW 
 
 
Trans rectal Ultrasound was the popular method for prostate 
imaging, but had low Sensitivity and Specificity issues, later 
MRI is used for clinical examination [4] and assessment. This 
technique combined with diffusion weights for peripheral 
zones improved accuracy[7]. All the above methods require 
human intervention and specialists for premature analysis. 
Figure 1 depicts one such method workflow used with MRI 
scans. The machine learning and classification algorithms 
when supervised improve their prediction rate using statistical 
assessment with data labels. Modelling of a machine learning 
technique starts with labelling of existing data into different 
classes to categorize PrC stages and grade their severity in 
clinical decision making. The advantage of these methods is 
they are independent of internal understanding of PrC they 
only require valid samples to train and test for prediction. The 
technique uses machine pipelining for learning as shown in 
figure for a input sample MRI scan[8]. The approach used in 
this method uses a Multi parametric (Mp) MRI with machine 
and deep learning in 8 stages for validating the input MRI 
scan. The workflow of the model is stated with the following 8 
stages. 
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Figure 1: Work flow of Machine Learning Model[8] 
 

a. Weighted sequence examination from MpMRI 
b. Extraction and Segmentation of class labels 
c. Pre-Processing and Filtering  
d. Pattern Extraction of features  
e. Integration of clinical and tumor stage data 
f. Feature classification by suitable mining classifier 
g. Training and Testing of model 
h. Validate designed model for unknown data 

Steps b and d uses machine learning classifiers for designing a 
Learning model, in which some of the classifiers like Random 
Forest, Nearest Neighbor, Decision tree and Logistic 
regression are popular. 
 
The following literature explains the advantages and 
limitations of various classifying methods. Matsui[10] et al 
proposes Artificial Neural Network for Japan population data 
showing accuracy for patient inputs of age, PSA, tumor stages 
and Gleason score compared with Logistic and Decision tree 
methods. It did not have the staging advanced characteristics 
like TNM(Tumor Node Metastasis) and AJCC (American 
Joint Committee on Cancer) analysis. A support vector 
machine method was implemented by Olivier et al[11] for 
pathological stages based on Bayesian function. Another 
method on Taiwan population by Tsao et al[12]is 
implemented using Body Mass index (BMI) and biopsy for k 
means Nearest neighbor and logistic regression. Maria [13] 
proposed a fuzzy based system for prediction on PrC, 
Castanho et al proposed [14] Genetic Algorithm(GA) on PrC 
stages.Jae Kwon et al[16] used Korean data set for PrC 
prediction using PSO model but did not consider ethnic origin 
and cystitis disorders[17-20]. It used binary recursion with 
Gini Index for prediction. The literature discussed above has 
constraints sometimes on approach and sometimes on clinical 
and cancer stages data not giving better accuracy. The 
proposed Improved Logistic Regression(ILR) Classifier 
overcomes these constraints of accuracy and performance 
specifications with more data attributes[20-24]. 
Further the work presents proposed Improved Logistic 
Classifier implemented on data set in section 3 and 4. Section5 
records obtained results and comparisons with existing 
methods. Section 6 concludes with future research directions. 

III. PROPOSED IMPROVED LOGISTIC REGRESSION 
METHOD 
 
Logistic Regression(L.R) classifier method has an advantage 
of performing better on data having less number of records[9] 
but losses its accuracy with huge and redundant sets. The 
proposed method helps L.R in optimizing and extracting 
features for selection during training phase of the learning 
model[25-28]. The distribution of this method is represented 
as shown in equation 1. 
 
(ܽ|ܾ)݌ = ,ݔ〉)߲ ܽ〉)௕(1 ,ݔ〉)߲− ܽ〉)ଵି௕)(1) 
߲in equation 2 represents sigmoid function for a and b outputs 
(ݐ)߲ = ଵ

ଵା௘ష೟
(2) 

 
x = {x1,x2,x3 . . . .xn] presents a series  of unknown coefficient 
learnt from existing set. Proposed ILR method takes event 
probability coefficient to obtain Positive Predictive Value and 
Specificity from the data available. The event occurrence 
indicates largest likelihood estimation probability from the 
data. Later a derivative loss function on negative likelihood is 
approximated by eliminatingless important features. It is 
labelled as Least Absolute Shrinkage and Selection 
Operator(LASSO) [18] coefficient which minimizes loss 
function shown in equation 3. 
݊݋݅ݐܿ݊ݑܨ	ݏݏ݋ܮ	݃݋ܮ)	݉ݑ݉݅݊݅ܯ + λ∑ ௗ		௡ݔ|	

௡ୀଵ |)(3) 
Where 
log 	݊݋݅ݐܿ݊ݑ݂	ݏݏ݋݈ = 
− ଵ

௡
෌ ൫ ௜ܾ݈݃݋	݌(ܾ௜) + (1− ܾ௜ )	log൫1− ൯(௜ܾ)݌ ൯௡

௜ୀଵ (4) 
 
The advantage of ILR method is it does not depend on 
shrinkage factor instead uses log loss function for closer level 
of data set.Figure 2 illustrates a learning model for proposed 
Improved LR method [29-31]. 

 
Figure 2:.Learning Model for proposed Improved LR Method 
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IV.MATERIALS AND DATA SET 
 
Improved Logistic Regression(ILR)method is implemented on 
PrC classification for the data partially collected Zhou W. et 
al[6] for Prostate prediction in males with risk of PrC [32-33]. 
Sometimes high risk of PrC may occur due to Cytos is 
disorders, family history or personal health habits. The utilized 
data set is of 378in which 186 have PrC and 192 set have no 
PrC [6]. 
 
Table 1 shows the attributes of the data implemented and 
analyzed. For each PrC subject 10characteristics are taken 
where 2 of them describe cancer stage and other 8 describe 
PrC risk aspects like BMI, Age Factor, Smoking, Origin of 
ancestors (ethnic), Nutrition intake, PrC family history, PSA 
Test on Blood and cystitis disorders. The cancer stage 
attributes considered are Tumor NodeMetast as is (TNM) and 
American Joint Committee on Cancer (AJCC) stage. 
TNM stage defines tumor node, Number of lymphs and Meta 
size body part spread.AJCC stage defines progression of 
cancer spread according to American joint committee 
norms.PSA blood test on antigen on prostate gland[22].  

Table 1:PcR Data Attributes Descriptors 

Attributes 
 

Description 

Age PcR risk Patient age 
Smoking habit Smoking or non smoking 
BMI Male Body Mass Index  
Ethnic Geographical region or Origin of US and 

European countries 
Food intake Food fat intake low (20%) Moderate 

(20–30)% and High more than 30% 
TNM Notation for Tumour Node Metastasis 

description 
PCA Family history on PrC 
AJCC American Joint Committee description 

of Four classifications II A &B,III and 
IV stages 
 

PSA Three Level Prostatespecific antigen, 
<10, 10 to 20 and > than 10 ng/mL 

Cystitis 
disorders 

Urinary tract infections 

 
 
V.EXPERIMENTAL RESULTS AND DISCUSSIONS 
 
The proposed Improved Logistic Regression method with 
other comparative classification techniques is implemented on 
partial data set [6]for classifier methods of Decision Tree, K 
Nearest Neighbour, Random Forest and Logistic Regression 
using Matlab R2018 on Intel i7 processor with 8 GB memory. 
Table 2 presents the data set division and results with 
performance predictors are depicted in table 3.Comparative 
analysis of performance metrics of the proposed Improved 
Logistic Regression method is tabulated in table 3with other 

existing techniques. Parameters of Accuracy 
(Ac),Sensitivity(Sen) and Specificity(Spe) are represented by 
equ(4),(5) and (6) respectively. T.P represents True Positive, 
F.P represents False Positive, F.N represents False Negative 
and T.N represents True Negative values. Prediction is done 
through two values called as, Positive Prediction (P.P) and 
Negative Prediction (N.P) shown in equ (7) and (8). 
 
Ac= ்.௉ା்.ே

்.௉ା்.ேାி.௉ାி.ே
   (4)   

 
Table 2 :Division of  Dataset 

Training Data Samples  
Classification Label Sample No 
Normal Data Set 192 
Cancerous Data Set 186 
Total Data Set 378 
  

 

Table 3: .Relative Performance Metrics and Predictors 

Classifier 
Technique 

Ac(%)  Sen(%) Spe(%) PPV(%) NPV(%) 

Decision 
Tree 75.13 66.92 79.43 63.04 82.08 
K-Nearest 
Neighbour 78.83 74.48 81.54 71.52 83.70 
Random 
Forest 79.31 77.24 80.60 71.33 85 
Logistic 
Regression 

79.62 79.72 79.56 71.51 85.91 
Improved 
Logistic 
Regression* 

81.74 82.27 81.36 76.02 86.47 
 
Se݊ = ்.௉

்.௉ାி.ே
  (5) 

 
Sp݁ = ்.ே

்.ேାி .௉
(6) 

 
 
P.P.V= ்.௉

்.௉ାி .௉
 (7) 

 
N.P.V= ் .ே

்.ேାி.ே
 (8) 

 
 
The proposed Improved logistic regression method gives Sen 
of 82 % and Spe of 81 % with enhanced accuracy of 
2.2%Figure 3 and 4 shows comparison plots for Ac and Spe. 
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Figure 3:ComparisionPlotsof Accuracy(Ac%) 

 

 
 

Figure 4:Comparative Plotsof Specificity(Spe%) 

 

VI.CONCLUSIONS AND FUTURE ENHANCEMENTS 
 
This work shows successive implementation of an Improved 
LR method based on a Machine Learning classifier for a PcR 
data set. Results of proposed method is compared with 5 
popular methods of classification. The implementation results 
prove a better predicting parameter for the proposed LR with 
LASSO coefficient. The positive predictive value P.P.V is 
improved by 5% with the conventional LR method proving the 
proposed method performs better in predicting Prostate 
cancer. The significance of proposed method is its data 
attributes forming a blend between clinical and tumour stages 
used in prediction of PcR. By improving accuracy and 
prediction this method gives a better chance to assist the 

radiologists with reduced risk of over or under diagnosis. This 
technique can further be combined with MRI scan 
optimization methods to avoid advance stages in PcR by 
predicting in the premature stages itself. The usability of this 
technique can further be enhanced on medical devices 
interfaced to a GUI for a regular self-examining by patient. 
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