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 
ABSTRACT 
 
The management process of the new cyber-physical systems 
(CPPS) development is a complex task that requires the 
combination of physical and cybernetic components. Now 
there are no architectural solutions and approaches that allow 
to automate the management process of CPPS development 
based on the "end-to-end development" concepts, which will 
reduce the time and development cost. This article proposes a 
method for functioning algorithms synthesis. As a result of 
manipulations, the developer can get many options for 
algorithms synthesis into one, and the most optimal, 
according to the requirements that need to be achieved. This 
method can be implemented as a software in the form of an 
automation system for the CPPS development control process. 
 
Key words: Industry 4.0, Cyber-Physical Production 
Systems, Digital Twins, Functioning Algorithms. 
 
1. INTRODUCTION 
 
Modern high-tech manufacturing imposes new requirements, 
whose implementation is not possible without the 
cyber-physical production systems (CPPS) use within the 
framework of Industry 4.0 concepts [1]-[4]. The development 
of a production system that takes into account all the factors of 
interaction between the physical and cybernetic CPPS 
components based on the concepts of "Digital Twins" will 
allow to fully automate the production process, which will 
ensure the Lean Production (LP) goals achievement [5]-[8]. 
 
 

 

Publications analysis showed that at the moment the proposed 
the CPPS architecture reference models, such as ISO-95, 5C, 
8C and RAMI 4.0, do not have a single mathematical 
apparatus, but represent a set of general recommendations, 
which does not make it possible to automate the process of 
their development management [9]-[14]. 
 
In the publication [15], an architectural and logical model of 
the complex CPPS development management process 
automation was proposed, which, in contrast to the existing 
ones, is a “rigidly” hierarchical structure of logically 
interrelated mathematical concepts that makes it possible to 
implement an approach to automate the end-to-end CPPS 
development management process. During the experiments, 
it was revealed that this model and methods make it possible 
to obtain an algorithm for the functioning of each 
decomposition level, and not a general algorithm for the 
CPPS functioning, as a consequence of this, in order to solve 
this problem, it is necessary to develop a new synthesis 
method that will allow to combine all decomposition levels 
into a common algorithm for the CPPS functioning, which 
will automate its development management process.    
 
2. THE DEVELOPMENT OF CPPS OPERATING 
ALGORITHMS GROUPING AND SYNTHESIS 
METHOD 
 
2.1 CPPS development method grouping 
 
The proposed architectural and logical model of the complex 
CPPS development management process automation analysis 
[8] showed some patterns: the possibility of using one method 
or another at different CPPS development levels and stages. 
As a result, it became necessary to develop a method for CPPS 
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functioning algorithms synthesis. In order to achieve this, it is 
necessary to minimize the number of executed operators, 
provided that the synthesized algorithm will meet all the 
conditions of the technical task completely. The proposed 
method will allow to optimize the CPPS functioning 
algorithm and achieve economic effect solving problems of 
management processes for the complex cyber-physical 
systems development automation.  
 
To do this, it is proposed to group the proposed methods as 
follows: 
- group the goal decomposition methods ( iAim ),  tasks 
( jTask ), structures, algorithms of functioning (AF) top level 

to bottom level elements; 
 
- group the methods: by operators ( AFOph _ ), by tasks 

jTask  and object structures ( InputCanal , OutCanal ). 
 
Applying the method of transformation can be seen following 
pattern: goals are transformed to tasks into the task structure, 
the structure into a communication channel, communication 
into the object operation algorithm; 
 
- group the methods for calculating the tactical and technical 
characteristics ( PCofI ) iAim , jTask ,structures, 

InputCanal , OutCanal , hOp ; 
 
- group the methods of a system model, target, functional, 
infological, informational and functioning algorithm 
development; 
 
- group analytical methods of design solutions strictly 
according to design stages. 
 
Each CPPS and its constituent parts differ in properties, but 
during the study, the presence of repetitions was highlighted, 
therefore it is possible to assert the existence of isomorphisms: 

 

hOpvICqStrEjTaskiAim   
 

This makes it possible to highlight elements, groups, 
subsystems and refer them to objects of system design. 

2.2 Method for CPPS structural system models 
representing 
 
Let introduce the following definitions: the system model is a 
graphical representation of the CPPS, where objects 
corresponding to the stages and levels of design can be 
represented as nodes, and edges as channels of connections 
between them.  
 
Based on the proposed decomposition method [8], the 
representation of system models can be written in the 
following form: 

 

00 __ SMAimSMAim ii         (1) 

 

where: 0_ SMAimi   – the main goal of CPPS design in 
accordance with the technical specifications; 0_ SMAimi   – 
goals at the level of decomposition 0SM  . 
Based on 1, you can imagine the decomposition 0_ SMAimi   
on sub-goals 0__ SMSSub k  :  

 
00 ____ SMSSubAimSMAim kii       (2) 

 
where 0___ SMSSubAim ki   – goals at the decomposition 
level 0__ SMSSub k  . 
 

Thus, the goals of decomposition identities development are 
constructed throughout the tree: 

 

00 _}{____ SMAEofSGAimSMSSubAim jiki  , (3) 
 

where 0_}{_ SMAEofSGAim ji   – goal for a group of atomic 

elements 0_}{ SMAEofSG j  . 
 

Similarly (2-3), breaking the goals of an atomic element can 
be written as: 

 

0

0

__

_}{_

SMAEofSAim

SMAEofSGAim

ii

ji




       (4) 

 
where: 0__ SMAEofSAim ii   – goal of an atomic element 

iAEofS ; 
 

From 1-4, it can be seen that the main goal of CPPS design is 
a consequence of achieving goals at each decomposition level 
at each stage of development. Therefore, it can be argued 
about the existence of "inheritance" (  ) goals by the 
principle of decomposition "top-down" (5). 
 

0

0

00

__

_}{_
___

__

SMAEofSAim

SMAEofSGAim
SMSSubAim

SMAimSMAim

ii

ji

ki

ii








      (5) 

 

Based on expression 5, it is possible to construct a graph for 
achieving the main goal of CPPS design, taking into account 
its multilevelness (Figure 1), which allows to take into 
account the impact of each other goals achievement within 
one level of decomposition. 

 
Figure 1: The CPPS design main goal achievement graph.   
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Similarly, you can build a graph of the functional level. In this 
case: 

00 S_MΩTaskS_MAim ji         (6) 
 

where 0_ SMAimi  – the main goal of CPPS design; 

0S_MTask j   – tasks of 0SM   level to reach 0_ SMAimi  . 
 

Define the nodes of the graph as Task  at each level of 
decomposition, and by the edges of the graph the connection 
between tasks to achieve the main jTask  at this level. This 

makes it possible to fix connections between tasks using the 
task counter:  

njnjjj

jjjj

TaskTaskTaskTask

TaskTaskTaskTask









131

21

;

;;
   (7) 

 

The proposed "heritage" allows to get a subgraph jTask  

representation model, an example of which is shown in Figure 
2. 
 

 
Figure 2: Subgraph jTask representation model.  

 

Based on the subgraph jTask representation model, similarly, 

we can decompose the next sublevel 0__ SMSSub k  . Then, 
for this sublevel, the record is identical to: 

 

00 ____ SMSSubTaskSMTask kjj     (8) 
 

where: 0___ SMSSubTask kj   – are the tasks at the 
functional stage of the level kSSub _ . 
 

Substituting the subgraph (Figure 2) into the mathematical 
representation 8, you can get the decomposition graph (Figure 
3.) of the main  0SM   level problem  to kSSub _  level. 
 

 
Figure 3: Functional stage graph decompositions to kSSub _  level. 

 
Similarly to expressions 6 and 8, can derive expressions for 
all levels of decomposition at the functional stage: 

 

nqnqqq

qqqq

SrtEStrEStrEStrE

StrEStrEStrEStrE









131

21

;

;;
    (9) 

To describe the system infological model, let us take the form 
of a graph node vIC  [8], and the edges of the graph will be 
InputCanal  and OutCanal  of connections. Based on the 
developed methodology for constructing a system model 

iAim , we describe the systemic infological model of the level 

0SM  : 
 

00

00

__,__
,__

SMICOutCanalSMICInputCanal
SMICSMI

vv

v
MS




  (10) 

 
where: 0S_MI MS   – infological model of the 0SM  system 
level; 0_ SMICv   – information transformer at the 

0SM  level; 0_ S_MICInputCanal v   – input channels at 
the 0SM   level; 0_ S_MICOutCanal v   – output channels at 
the 0SM   level. 
 
Similarly to expression 10 can present a systemic model of the 
infological stage at the following subsystem levels: 
 
- system model of the 0S_MI MS   level: 

 

kv

kv

kv
MS

SSubICOutCanal
SSubICInputCanal

SSubICSMI

___
,___

,___ 0 

       (11) 

 

- system model of the k
MS S_SubI _  level: 

 

jv

jv

jvk
MS

_G{AEofS}COutCanal_I

,_G{AEofS}_ICInputCanal

,_G{AEofS}ΩIC_Sub_SI 

      (12) 

 

- system model of the j
MS _G{AEofS}I  level: 

 

iv

iv

ivj
MS

AEofSICOutCanal
AEofSICInputCanal

AEofSIC_G{AEofS}I

__
,__

,_

     (13) 

 

- system model of the i
MS _AEofSI level: 

 

),,( ijipi

i
MS

_AEofSOutIP_AEofSInputIPAEofS
_AEofSI




  (14) 

 

Based on the  infological stage design results (11-14), the 
developer can begin to implement the system models of the 
CPPS development information stage - system tactical and 
technical characteristics of the physical information model 
( PIMPCofI _ ) at all levels of CPPS decomposition. Based 
on the proposed methods, it is possible to present a system 
model of the information stage at the following subsystem 
levels: 
 

- system model of the 0__ SMPIMPCofI   level: 
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kk
MS SSubPIMPCofISMSSubI

SMPIMPCofI

___,___

__

0

0




  (15) 

 

- system model of the kSub_SPIMPCofI __  level: 
 

j

j
MS

k

AEofEGPIMPCofI

SMAEofEGISub_SPIMPCofI

}{__

,_}{___ 0
  (16) 

 

- system model of the jAEofEGPIMPCofI }{__  level: 
 

ii
MS

j

AEofSPIMPCofISMAEofSI

AEofEGPIMPCofI

__,__

}{__

0


  (17) 

- system model of the iAEofSPIMPCofI __  level: 
 

ip

ip

i

AEofSOutIPPCofI

AEofSInputIPPCofI
AEofSPIMPCofI

__

,__
__




     (18) 

 

To describe the system information model, we take the form 
of this level node PIMPCofI _ , and the edges will be the 
tactical and technical characteristics of information links 
( pInputIPPCofI _ , pOutIPPCofI _ ). The developer is 

obliged to comply with the condition for the existence of 
binary relations op AEofSOutIPPCofI __  and 

ip_AEofStIPPCofI_Inpu : 
 

iAEofSPIMPCofIAEofSPIMPCofI ____ 0    (19) 
 

The last stage of CPPS design in accordance with the 
proposed system design and control representation in the 
complex CPPS development is the functioning algorithm 
construction ( AF ) in this study is proposed to use the 
principle of graph-schemes due to their convenience of 
presentation. Therefore, the following method is proposed for 
their construction: 
 
- the developer analyzes iAim , jTask , InputCanal , 

OutCanal  of the system-level design; 
 
- according to each jTask  choose hOp  graph-scheme of the 

algorithm based on the proposed method [8]. Let's designate 
that the first task of the 

00 _ MSTask level, will be 0Op , 

therefore, for the next 
00 _ MSTask  level of decomposition  

will be 
01 _ MSTask  level, and will match the 1Op  operator  

and by analogy oj SMTask _  operator will be hOp ; 

 
- analyzing the sequence of oj SMTask _ execution  for a 

given level, the developer reaches 0_ SMAimi  , necessary to 
achieve the main goal of the CPPS design; 
 
- the developer arranges hOp  according to the logical 

sequence to execute oj SMTask _ . Let introduce the concept 

of conditional and unconditional transition from 
oj SMTask _  to oj SMTask  _1 , if transition is without 

condition then hOp  connect to  , if hOp  has connections 
with other operators 1hOp  and by condition, then it is 
necessary to maintain the concept of a conditional operator 
( lCO ), which works by analogy with the block "condition" 
from the basic theory of the algorithm construction. Based on 
this assumption AF  can take into account not only the 
"linear view", but also implement the "disjunctive transition", 
"cycles" and "transition conditions" to achieve jTask . 

2.3 System models formalization 
 

To formalize the system models developed in Section 2.2, in 
this research it was proposed to use the mathematical 
apparatus of regular algorithms and algebra of logic. Based 
on the theory of the regular schemes and algorithmic algebras 
apparatus, in this study we define the following notation:  
 

qOA  – set of the algebra elements operators, are hOp , and 
conduct additional operations for the convenience of 
presentation and are not operators of the information 
transformation. H – identity operator,   – empty operator;  
 

rAP  – a set of conditions that include all logical conditions 

lCO , and can take the following values falsetrue,  or x
lCO  

],,,,,,[ rycbfalsetruex  . 
 
Therefore, it can be represented in the form of a tuple qOA : 

 

),,,,,,( xfalsetrueHCOOpOA lhq       (20) 
 

For ease of manipulation qOA  (within algorithmic algebras) 
it is necessary to define the main types of operations: 

 
Definition 1. Operator multiplication – strictly sequential 
execution of operators in the order of their queue. 

 

mnk
CO

i OAOAOAOAOA
l

 )(     (21) 

 

where: jii OpOpOA ,, ; )( ml
CO

kk OpOpOpOA
l

 , 

where lCO  – logical conditions; tpnn OpOpOpOA }{ ; 

smm OpOpOA ,, . 
 
Definition 2. Operators Addition - is a conditional simple 
operation branching ( hpO~ ) or nested within each other.  

 

hq pOpOpOOA ~,,~~
21            (22) 
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)))~(

~(~(~( 3211
321

epO

pOpOpOOA

h
CO

COCOCO
q

l









   (23) 

 

Using expression 23 as an example, this study suggests the 
following understanding: )~( epO h

COl

  the results of addition 

of simple operations must satisfy the lCO  condition, after 
that, addition is performed to the next 3CO  condition, etc.  

Definition 3. The addition process in the system model is 
the observance of conditional branching and connection of 
the algorithm paths forward depending on lCO . The syntax 
for writing is represented as expression 24: 

 
l

l

CO

hh
CO

q OpOpOA )( 1           (24) 

 
An example of representing the addition process in the system 
model can be represented by the following expression: 

  
31

31

))(( 54321

COCO

COСO
q OpOpOpOpOpOA   

 (25) 
 

Based on studies by the expression 25 system models can be 
described iteration "forward" after checking conditions lCO , 
in this case, it is necessary to characterize the frequently 
occurring "back" iteration, in which the return is carried out 
by hOp , not to a condition lCO . This requires a new 
definition in the developed formalization. 
 
Definition 4. The iterative addition process is the rules for 
writing and reading sequential and concentrically nested 
loops. Based on this definition, we represent the existing types 
of loops: 
 
- simple sequence of loops 

 

nCYCYCYCY  21         (26) 
 

where: 
lCO

hOp }{CYn  ; 

- concentric of nested loops: 
 

lCO
h

COCOCO
n OpOpOpOpCY }}}}{{{{

321

321     (27) 

 

- a special case of a loop nCY  with return to operator hOp  
when the condition lCO performed: 

 

h
CO

hhn OpOpOpCY
l

}{ 12          (28) 

 

Based on definitions 1-4, the developer can provide the 
following description of the designed algorithm iterative 
paths: 
 

- execution of an interactive way by the condition 
falseCOl 1 , until the closing curly brace and repeat, then 

return to the check if trueCOl  , then the action of the 
algorithm is carried over the closing brace to the next 
operator. 

 

h

CO

h
CO

n OpOpOpCY
l

l

}{ 113
1




        (29) 

 

- execution of an interactive path conditionally 
falseCOl 1 , return to open brace and repeat. By 

condition trueCOl   the action wraps behind the closing 
brace. 

 

h
CO

h

CO

mn OpOpOpCY
l

l

}{ 11
1





        (30) 

Condition lCO  presented below the braces, determines the 
check of it depending on its parameter ( truefalse, ) and 
depending on the given parameter, make a conditional jump. 
Condition 1lCO  presented above the brace indicate where to 
return when the parameter false  and continue the algorithm. 
An example of this type of the algorithm description is 
presented in 31. 

 

h
CO

CO

h
CO

h
CO

CO

CO

hh
CO

h

CO

q

OpOpOp

OpOpOpOA

l

l

ll

l

l

l

l

})}({

)({

2

12

3

3

1

12

345



















   (31) 

 

Definition 5: The conjunction of the algorithm is an 
unconditional branching into the execution of several parallel 
paths of the algorithm.  

 

 ][ 12 hHhq OpOpOpOA          (32) 
 

In this study, the following assumption was made that the 
actions of the algorithm operators enclosed in square brace 
start in parallel after the opening brace. For this record to be 
correct, all paths must be equal to exp. 33, therefore we define 
P  – path length (number of operators) in this branch of the 
algorithm.   

 

hHh POpPOpPOp   12        (33) 
 

When a condition occurs 12   Hh POpPOp  it is necessary 
to add n  number of operators to the shorter length of the 
algorithm before condition 33. 
 
To determine the algorithm branches is proposed the 
following recording method. x

lCO  is indicated at the bottom 
of the opening square bracket, which means checking the 
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condition and the beginning of the parallel operation of the 
algorithm when x , at the top above the closing brace is the 
exit condition x

lCO 1  from the algorithm. It should be noted 
that when executing parallel algorithms, it is necessary to 
take into account the x  parameter  at lCO  must be 
determined by the dimension of conditions and must always 
be determined for each specific condition 

],,,,,,[ rycbfalsetruex  , fulfillment of conditions 
b , c , r , which satisfies the requirements of the exit 
conditions 1lCO , we can assume that the parallel algorithm 
has fulfilled its function. An example recording is presented 
in expression 34. 

 
x
lCO

h

r

H

cb

h
CO

q OpOpOpOA
1

x
l

][ 14


       (34) 

 
Similarly, the possibility of existence x

lCO  in 
],,,,,,[ rycbfalsetruex   for the operation of the adding 

algorithms iterative process. For the convenience of writing 
the system model, the following syntax rules are proposed: 
- check condition lCO  written below the closing curly brace; 
 
- define the following notation as defining superscripts for 
curly braces rycbfalsetrue

lCO ,,,,,,  , and place it in the place 
where the action of the algorithm returns depending on the 
values condition ],,,,,,[ rycbfalsetruex   

 
y
l

i

true
l

b
l CO

CO
hhh

CO

h

CO

q OpOpOpOpOA
321

}{{{ 1234


     (35) 

 

On the basis of the developed system models formalizations 
language, the developer can carry out an algebraic description 
of all operators and the conditions of their interaction in the 
form of an algorithm of functioning ( AF ) at all stages and 
levels of CPPS decomposition. 
 
Use one space after periods and colons. Hyphenate complex 
modifiers: “zero-field-cooled magnetization.” Avoid 
dangling participles, such as, “Using (1), the potential was 
calculated.” [It is not clear who or what used (1).] Write 
instead, “The potential was calculated by using (1),” or 
“Using (1), we calculated the potential.” 
 
3. METHOD FOR THE CPPS OPERATING 
ALGORITHMS SYNTHESIS 
 
System models formalization makes it possible to develop an 
algorithm for the functioning of a certain stage at the CPPS 
design chosen level, but at the same time it does not solve the 
general problem of their interaction as a whole to solve 

0_ SMAimi  . Therefore, the problem arises of synthesizing 
private algorithm of functioning  AF into a general. Based on 

the above, this study proposed the following synthesis 
methods:   
 
Definition 6. Functioning algorithms combining – if the set 

hOp  to execute private algorithms is general and lCO  is also 
common, therefore they can be combined by lCO . 

 

)( mr
OC

AFAFAF
l

           (36) 

 

provided that ),( falsetrueCOl   
 












falseCOAF
trueCOAF

AFAFAFAF

lm

lr

mr
OC

mr
l

 при 
 при 

)(

      (37) 

 

Based on 36-37, the developer can apply the system of 
algorithms identical transformations axioms, which will 
make it possible to simplify the implemented algorithm 
logical structure. 
 
Definition 7. Decomposition of functioning algorithms is a 
breakdown of the algorithm into simple algorithms without 
losing the identities of its operation conditions. An example 
of the functioning algorithm 38 decomposition is presented in 
39-40. 

 

l

l

ll

ll

OC

gp
OC

OCOC

nm
OC

j
OC

i

AFAF

AFAFAFAF

)(

))((
21

12






    (38) 

 

- enlarged example of decomposition: 
 

1

1

2

2

2

(  

when 
( ) (  

when  

l

l l

j p g
OC

l-
i

m n p g
OC OC

l-

AF AF AF AF )

OC true
AF

AF AF AF AF AF )

OC false


 

     




 (39) 

 

- path  is a fragment iAF  which contains a specific sequence 

hOp , by the algorithm will be hh OpOp 1 . Hence it 
follows that the path of the algorithm is simple, which have 
no branching, and which is complex, contains: iterative 
process (definition 4), conjunction (definition 5), etc. 
 
- path lenth – time characteristic of the algorithm and is used 
to prove the identity of the algorithm for the structural 
minimization of the same paths.  
 
- detailed example of decomposition: 
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  (40) 

 

Denote iFA


 as a partial algorithm or algorithm path. 
 

1321  ii FAFAFAFAFA





      (41) 
 

To combine the original algorithms, it is necessary to 
decompose it in accordance with Definition 7 and determine 
simple paths, then analyze hOp  and  lOC   for each   from 

iAF  to identify the same.  

Axiom 1. Suppose any two algorithms iFA


 and 1iFA


 будут 
тождественно эквивалентны, will be identically equivalent 
if they consist of the same   path lengths, hOp  and lOC  in 
  will be equivalent, lOC – is identical. 
An example of Axiom 1.  Let any three algorithms 42-44 be 
given: 
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As you can see that the algorithms 1FA


, 2FA


 and 3FA


 have 
the same operators ( 1Op , 2Op , 3Op , 4Op , 5Op , 6Op ) and 
conditions ( 21,OCOC ), are the same  . To obtain a 
combined algorithm and simplify data manipulation, we use 
the following abbreviations. 

 

WOpOp  21           (45) 
 

MOpOp
OC

OC


1

1

)( 43         (46) 

 

KOpOp
OC

OC


2

2
}{ 65         (47) 

 

 ZFA i 1


            (48) 
 

Substitute the accepted abbreviations from 45-48 to 42-44, 
and we get the following form of recording the algorithms 
presented by 49-51: 

 

WMKZFA 1


          (49) 
 

MWKZFA 2


          (50) 
 

ZWMKFA 3


          (51) 
 

Let us define additional conditions for the algorithms 
existence 1FA


, 2FA


 и 3FA


 using systems: 

 
 

 
At the first step of the algorithms synthesis 1FA


, 2FA


 and 

3FA


 the developer needs to determine the same paths 
according to the criterion of least repeatability and make a 
record according to the conditions of existence 1FA


, 2FA


 and 

3FA


. As a result of manipulations, the developer can get 
many options for synthesizing algorithms into one, and 
depending on the requirements that need to be achieved, the 
most optimal is selected. Expression 54 gives an example of 
an algorithm synthesis by the minimizing the number of 
operators criterion using the introduced abbreviations from 
49-51, taking into account additional conditions 52-53. 
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  (54) 

 

Let us substitute 54 accepted abbreviations into 45-48 and 
obtain the synthesized algorithm 31FA


 as a set of operators 

and a condition. 
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   (55) 

 

By analyzing the synthesis result of the combined algorithm 
55 and the original algorithms 42-44, the developer can see 
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that in the algorithms 1FA


, 2FA


 and 3FA


 there are 21 
operators and 6 conditions for a given criterion about the need 
to minimize operators, 10 operators were obtained while 
maintaining the number of conditions. The number of 
operators in this synthesis was reduced by 2 times, while the 
algorithm fulfills all the conditions set initially. Figure 4 
graphically shows a comparison of the execution parameters 
of the synthesized and non-synthesized algorithm from the 
example with the number of conditions = 6. 
 

 

Figure 4: Comparison of the synthesized execution parameters and 
non-synthesized algorithm. 

5. CONCLUSION 
On the basis of the functioning algorithms synthesis 
developed method, theoretical studies of the three algorithms 
synthesis were carried out, which showed: at the initial stage 
there were 21 operators and 6 conditions under a given 
constraint conditions - minimization of operators. As a result 
of the proposed synthesis method approbation  10 operators 
were obtained while maintaining the number of conditions, 
which will make it possible to minimize the general CPPS 
functioning algorithm by 1.5 - 2 times, while the synthesized 
algorithm fulfills all the initially set conditions. Summing up, 
it can be argued that the developed synthesis method makes it 
possible to automate the process of creating a generalized 
algorithm for the CPPS functioning, which will reduce the 
development time and achieve the maximum economic effect.  
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