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 
ABSTRACT 
 
Pepper leaf disease detection is one of the interesting 
challenges in the field of machine learning. In this article we 
propose a machine learning based approach to extract texture 
features and use dimensionality reduction technique called 
Principal Component Analysis (PCA) and create composite 
feature descriptor. We use two different texture-based feature 
representations extracted by using HOG and LBP feature 
engineering techniques, from pepper leaf images and apply 
PCA to get reduced representations. These representations 
are fused and passed to Machine Learning models like 
Logistic Regression, Naïve Bayes, decision tree, Support 
Vector Machine and HistGradientBoosting Classifier for 
classification. HistGradientBoosting Classifier achieved 
highest accuracy of 89.11% and outperformed other models. 
 
Key words: Histogram of Oriented Gradients (HOG), Local 
Binary Pattern (LBP), Principal Component Analysis (PCA), 
HistGradientBoosting Classifier (HGB), Machine Learning. 
 
1. INTRODUCTION 
 
Detecting plant leaf diseases is one of the major challenges 
faced by farmers in agriculture. It is very important to identify 
the type of leaf diseases accurately for appropriate use of 
pesticides. Any mistakes in identifying diseases of plants 
leads to reduced yield. Plant diseases can be either biotic 
[1][30] or abiotic. Primary cause behind the biotic diseases 
are various living organisms like bacteria, virus, and fungi. 
Biotic diseases are affected by viruses unlike abiotic diseases 
which are affected by inorganic conditions like weather 
changes, chemicals etc. Identifying leaf diseases accurately by 
observing with naked eye is a difficult task. Hence, there is a 
requirement of an application that can detect leaf diseases 
accurately. There are various automated applications to 
identify plant leaf diseases. Most of them used texture 
representations extracted from leaf images with conventional 
Machine Learning models [2][19][20].  

 
Most of the recent works in literature used feature 

extraction techniques like Histogram of Oriented Gradients 
(HOG), Local Binary Patterns (LBP), Gray Level 
Co-occurrence Matrix (GLCM) are used in literature to 
extract texture-based features from plant leaf images [3][21]. 
These features were fed to popular classifiers like Support 
Vector Machine (SVM) to categorize different types of 
diseased leaves [4][22]. However, using these features 
directly with ML models results in reduced performance. So, 
in this work we investigate to reduce the dimensions of 
texture features and blend them to get composite 
representation with pepper leaf dataset [23][24][25].  

Initially, we performed necessary pre-processing to remove 
background noise obtained during image acquisition. Later, 
we extracted two types of texture-based features from pepper 
leaf images using HOG and LBP feature engineering methods 
and applied Principal Component Analysis (PCA) 
dimensionality reduction technique to get reduced 
representations of HOG and LBP features. In our experiments 
we observed that, HOG features are better than LBP. Using 
reduced representations lead to improve performance. When 
LBP features are fused with HOG, composite representations 
are obtained. These representations contain more 
discriminant information which help classification models to 
identify pepper leaf diseases accurately. Our proposed fused 
representation achieved a highest accuracy of 89.11% with 
HGB Classifier. 
 
2. RELATED WORK 
 

This part of the article provides an overview of various 
methodologies employed for detecting plant leaf diseases in 
past. First part of this section describes various pre-processing 
techniques used in literature followed by Feature Engineering 
methods algorithms that are used for classification. 

In recent past, several pre-processing techniques have been 
applied on plant leaf images to correctly identify the type of 
plant diseases. Most of the previous works used image 
processing techniques and applied smoothing, sharpening 
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filters the enhance the image and used several filters to 
remove additive noise from the images [5][26]. ROI 
segmentation is major task employed to detect and segment 
diseased portions from images to improve the performance of 
automated plant leaf disease diagnosis systems [6][27][31]. 

Texture based features obtained from images play a vital 
role and effects the performance of image classification 
systems. Histogram of Oriented Gradients (HOG), GIST, 
Scale Invariant Feature Transform (SIFT), Local Binary 
Patterns (LBP) are majorly employed feature engineering 
algorithms to obtain intensity and texture-based features 
[7][8][28]. These feature engineering methods are employed 
in various tasks like medical image classification, scene 
classification, object recognition and leaf disease 
identification [9][10][15][16]. Most of machine learning 
algorithms like K-Nearest Neighbour Classifier (KNN), 
Decision Tree Classifier, Random Forest, Support Vector 
Machine (SVM), Naïve Bayes Classifier are trained on these 
texture-based features for classification purpose [11]. 

A K-Nearest Neighbour (K-NN) Classifier with 
Gray-Level Co-occurrence Matrix (GLCM) texture features 
of plant leaf images were used to identify plant leaf diseases 
[12][29]. Another machine learning based system is was 
proposed for grapes plant leaf disease detection by Harshal 
Waghmare at al. First, background of all images was removed 
and segmentation is performed as a pre-processing step. A 
high-pass filter is applied on segmented images to analyse 
disease part of the leaf. Local Binary Patterns (LBP) based 
texture features are extracted from pre-processed images and 
these features were used to identify different types of grape 
plant diseases using Support Vector Machine (SVM) 
Classifier [9][17]. A cotton leaf disease detection and 
classification technique based on machine learning and 
image processing tools is proposed by V Pooja at al. Initially, 

Region of Interest (ROI) is segmented from plant leaf images 
using image processing tools and features are extracted. 
These features were passed to SVM Classifier to identify the 
type of disease [13][18]. 

In this work we use HOG and LBP feature extracted from 
pepper leaf images and fuse them to create composite 
representation. These representations are then projected to 
lower dimension using PCA. Then we apply various popular 
classification algorithms like Logistic Regression, Naïve 
Bayes Classifier, Decision Tree Classifier, Support Vector 
Machine (SVM) with linear and Radial Basis Function (RBF) 
kernel and HistGradientBoosting Classifier for classification 
purpose. 
 
3.  PROPOSED METHODOLOGY 
 
This part of the article provides an illustration of various 
stages of proposed method for pepper leaf disease detection. 
Our proposed work consists of four phases, followed one after 
other. They are Data Pre-processing, Feature Extraction, 
Dimensionality Reduction and Classification.  
 
3.1 Data Pre-processing:  
 

Data acquired from real world consist of random noise in 
background. So, background subtraction is performed on 
pepper leaf images to remove random background noise. This 
is done by creating suitable mask for every image present in 
dataset and then background removal operation is performed 
by using corresponding masks. Figure 1(a) represents images 
from original dataset and Figure 1(b) represents background 
removed images. These processed images are passed to 
feature extraction phase. 

 
Figure 1. Pepper leaf images before and after pre-processing 

3.2 Feature Extraction:  
 

Feature extraction is an important phase in any machine 
learning task. In our work, we use two different feature 
extraction techniques, Histogram of Oriented Gradients 

(HOG) and Local Binary Patterns (LBP) which extracts 
texture-based features from pepper leaf images. 
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3.2.1 Feature Extraction from pepper leaf images using 
HOG: The HOG feature descriptor counts the occurrences of 
gradient orientation in localized portions of an image. 
Initially, all processed images of dimension (256 X 256) are 
reshaped to (64 X 128) dimensions. Next, changes in X and Y 
directions of images (gradients) are computed by dividing the 
entire image into (8 X 8) patches. Next, magnitude and 
orientations are computed by using gradients. Then, 
Histogram of Gradients are calculated for each (8 X 8) cells 
and these cells are combined to create (16 X 16) cells. The 
gradients of these cells are normalized to get a vector of (1 X 
36) dimension for each cell. Finally, for every image of 
dimension (64X128) we get a feature vector of 3780 
dimensions. This feature descriptor is normalized using 
minmax normalization method. Figure 2 represents 
Histogram of Oriented Gradients computer for a given pepper 
leaf image. 

 
Figure 2. Histogram of Gradients for a given input image 

3.2.2 Feature Extraction from pepper leaf images using 
LBP: Local Binary Patterns (LBP) computes texture features 
from local regions instead of computing global texture 
features as in the case of Gray Level Cooccurrence Matrix 
(GLCM). Initially, all processed images of dimension (256 X 
256) are reshaped to (128 X 128) dimensions. Next, all these 
images are converted to gray-scale. LBP histogram is 
obtained from those images by appropriately selecting p and r 
values, where p represents the number of points in 
neighbourhood of a pixel and r is the radios. Finally, for every 
image of dimension (128 X 128) we get a feature vector of 26 
dimensions. This feature descriptor is normalized using 
minmax normalization method. We used OpenCV module of 
python to extract LBP features. 

3.3 Dimensionality Reduction:  
 

In this phase, All the features of dimension 3780 obtained 
from HOG feature extraction technique and 26 dimensions 
obtained from LBP are projected into lower dimensional 
space with 512 and 13 dimensions for HOG and LBP 
respectively. For this, we used Principal Component 
Analysis. In the case of limited data, high dimensional 
features may lead to curse of dimensionality. To resolve this 
problem, we included this module in our work. Figure 3, 
represents the architecture of proposed method for pepper leaf 
disease detection. 

 
Figure 3. Architecture of Proposed System for Pepper leaf disease detection 

3.4 Classification: 
 

In this work we used popular classification models like 
Logistic Regression, Naïve Bayes Classifier, Decision Tree 
Classifier, Support Vector Machine (SVM) with linear and 
Radial Basis Function (RBF) kernel and 
HistGradientBoosting Classifier. We test the performance 
extracted features before and after applying Dimensionality 
Reduction. We observed that SVM with RBF kernel and 
HistGradientBoosting kernels perform better than other 
classifiers for both HOG and LBP features in both the cases of 
dimensionality reduction. Finally, we fused HOG and LBP 
features to form a composite feature representation of 
dimension 3806. With these features HistGradientBoosting 

classifiers achieved a highest accuracy of 89.11% and 
outperformed all other models. 

4. EXPERIMENTAL RESULTS 
This section provides clear picture of experiments conducted 
and results obtained using proposed method. First overview of 
dataset used for experiments is described followed by 
evaluation metrics used to measure the performance of 
proposed method. Finally, a summary of experiments and 
their results is provided. 
4.1 Pepper Leaf Disease Dataset:  

We used Pepper Leaf Disease dataset, part of Plant Village 
dataset which contains 54,306 samples of 26 type of diseased 
leaf images belonging to 14 types of plant species. This 
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dataset contains 2475 samples of pepper plant representing 
both healthy and diseased leaves. 997 samples belong to 
healthy category and 1478 samples belong to bacterial spot 
category. Totally 1980 samples are considered for training 
and 495 samples are used for testing model performance. 
 
4.2 Performance Evaluation Measures: 

Different classification model performance evaluation 
measures like accuracy, precision, recall, f1 score are 
calculated to prove the efficiency of proposed method on test 
data. These measures can be computed using Confusion 
Matrix. 
 
4.3 Result Analysis: 

We conducted our experiments in three different ways to 
check the performance of classification models with HOG, 
LBP and fused features before and after applying PCA for 
pepper leaf disease detection. 
 
4.3.1  Experiments without Dimensionality Reduction: 
These experiments are conducted to check how well HOG and 
LBP features can detect pepper leaf diseases before 
dimensionality reduction. 
 

Model Accurac
y 

Precisio
n 

Recal
l F1  

LR 75.4 75 75 75 
Naïve Bayes 70.97 78 71 66 
Decision Tree 67.74 67 68 67 
SVM - linear 77.82 78 78 78 
SVM - RBF 83.06 84 83 83 
HGB 84.81 85 84 85 
Table 1. Performance of ML algorithms with HOG features 

Model Accuracy Precision Recall F1  
LR 80.24 80 80 80 
Naïve Bayes 67.74 69 68 68 
Decision Tree 72.58 73 73 73 
SVM - linear 81.05 81 81 81 
SVM - RBF 81.85 82 82 82 
HGB  83.87 84 84 84 
Table 2. Performance of ML algorithms with LBP features 

From table 1, it is clear that HistGradientBoosting Classifier 
outperformed other ML by achieving accuracy of 84.81%. 
Comparatively, Decision Tree classifier could not perform 
well. SVM with RBF kernel also obtained an accuracy of 
83.06% which is second highest measure. From table 2, we 
can observe that HGB classifier achieved 83.87% accuracy 
with LBP features and Naïve Bayes classifier obtained lower 
accuracy. From both experiments we can conclude that, HOG 
features perform better than LBP features for the task of 
pepper leaf disease detection and HGB classifier out 
performed all other models used, with both types of features. 

 
4.3.2 Experiments after applying Dimensionality 
Reduction: These experiments are conducted to check how 
well HOG and LBP features can detect pepper leaf diseases 
after dimensionality reduction. 
 

Model Accurac
y 

Precisio
n 

Recal
l F1  

LR 73.39 73 73 73 
Naïve Bayes 76.21 76 76 76 
Decision Tree 62.5 62 62 62 
SVM - linear 77.98 79 78 79 
SVM - RBF 84.27 84 84 84 
HGB 85.47 85 85 85 

Table 3. Performance of ML algorithms with HOG features 

 

Model Accurac
y 

Precisio
n 

Recal
l F1  

LR 79.44 79 79 79 
Naïve Bayes 82.26 82 82 82 
Decision Tree 77.02 77 77 77 
SVM - linear 80.24 80 80 80 
SVM - RBF 83.47 83 83 83 
HGB 84.27 84 84 84 

Table 4. Performance of ML algorithms with LBP features 

From previous experiments, it is clear that after applying 
PCA, there is significant improvement in the performance of 
classification models with both, HOG and LBP features. HGB 
classifier followed same trend and outperformed other 
classification models with both HOG and LBP features after 
applying PCA. Even after reduced dimension, there is 
significant improvement in all measures used to test 
efficiency of models. 
 
4.3.3 Experiments with fused features of HOG and LBP: 
This experiment is conducted to check the performance of ML 
models with composite representation obtained after blending 
LBP features with HOG features. 

Model Accurac
y 

Precisio
n 

Recal
l F1  

LR 80.24 80 80 80 
Naïve Bayes 75.81 76 76 76 
Decision Tree 69.35 70 69 69 
SVM - linear 81.05 81 81 81 
SVM - RBF 88.71 89 89 89 
HGB 89.11 89 89 89 
Table 5. Performance of ML algorithms with fused HOG & 

LBP features 

From table 5, it is clear that HGB classifier trained on fused 
feature descriptor obtained 89.11% accuracy which is highest 
when compared with the performance of same classifier 
trained on HOG and LBP features before and after applying 
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PCA. So, we conclude that, fused texture representations of 
pepper leaf images help to identify diseases accurately rather 
than using conventional usage of LBP and HOG features. 
 
5.  CONCLUSION 
 
Pepper is most used ingredient in dishes. Identifying pepper 
leaf diseases is a challenge for formers. There is a high 
requirement to automate the process of detecting pepper leaf 
diseased for correct usage of pesticides and reduce loss of 
yield. In this paper we investigated the performance of 
various classification models with two different types 
texture-based features. During our experiments we observed 
that models can perform well with reduced representations of 
HOG and LBP features rather than using them directly. We 
also observed that fused representation of HOG and LBP 
features helped the models to perform well, and there is 4% 
improvement in accuracy with fused features. In our 
experiments we also observed that HGB classifier 
outperforms other ML algorithm in every case. 
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