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 
ABSTRACT 
 
A braking system is an essential value in a vehicle particularly 
for a safety precaution. The higher number rate of traffic 
accidents mostly in Indonesia shows that the dominant cause 
of accidents is due to the human factor. The physical 
condition such as tired or sleepy during driving is the primary 
problem according to the survey. In order to assist a person 
when driving a vehicle, an artificial intelligence method is 
necessary to be integrated to ensure the safety of surrounding 
people inside and outside the vehicle. This study focuses on 
implementing the method of identifying object and distance to 
provide an indicator for braking action. Images from a stereo 
camera is processed by a neural network technique via a mini 
computer to classify as well as the distance of objects. 
Furthermore, selection of priorities are done to obtain the 
intensity of braking action. The result shows that process of 
classification and measurement requires period around 200 
ms. Furthermore, braking action done by fuzzy controller 
sub-system shows that the intensity has smoother signal with 
the object distance variation compare to the direct method. 
Objects are firstly identified by the presence of a stereo 
camera, later on the decision of braking intensity is generated 
by two processing unit namely conventional and fuzzy unit. 
This is achieved by processing the data saved from the object 
detection using two system via MATLAB software. The 
object identification result, distance measurement and the 
period of object detection is presented. Moreover, the 
response of braking intensity using data is processed with 
both conventional and fuzzy unit systems are also presented. 
he implementation of this study is for the heavy vehicle such 
buses or trucks that requires higher safety during the journey. 
 
Key words : Braking system, Fuzzy unit, Neural network, 
Stereo camera, MATLAB, Artificial intelligence camera 
 
1. INTRODUCTION 
 
A vehicle used for transporting human from one to another 
place has been developed rapidly during decades. 

 
 

Commercial 4 wheels vehicle data show that over 80 million 
units are sold in 2018 [1]. Naturally, there are effects due to 
the higher number of owned vehicles. One of the negative 
impact of vehicle utilizations is the accident. The World 
Health Organization recorded that more than 1.3 million 
people died due to the vehicle accident annually [2]. In a 
capital city namely Jakarta, a highway accident data show that 
most of accident caused by human such as tired condition like 
sleepy [3]. Therefore, a device to assist a person when driving 
is necessary to avoid this problem. Moreover, this intelligent 
braking assistance for driver can be developed as the 
foundation for an autonomous vehicle. 
 
The commercial braking system for vehicles has several 
types. Friction is the most applied one. Hydraulic actuators 
normally found in light weighted vehicles for creating friction 
movement mechanically from the pushed brake pedal. 
Furthermore, for heavy weighted vehicles use pneumatic 
actuators. This system is a part of study of utilizing the 
electrical signal to move the braking actuator. 
 
There has been researches for advanced vehicles harnessing 
an intelligent methods. Computational perception using visual 
and laser scanner is developed by Martin [4]. Furthermore, 
braking system by vision using Support Vector Machine is 
done by Wang [5]. The low cost intelligent system for vehicle 
was the objective of Heimberger to develop three dimensional 
reconstruction by vision for auto parking [6]. 
 
The aim of this study is to generate an electrical signal based 
on the intensity for braking activation. Using two indicators 
namely object classification and distance, the intensity of 
braking is decided. The result is then transferred to the signal 
conditioning for the input of the actuators. 
 
2. METHODOLOGY 
 
This paper covers two main stages of the system. Those two 
stages are described as the object detection and the braking 
decision.  
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2.1 Object Detection 
 
The first stage depends on the stereo camera principle as the 
input of the system. It uses two cameras namely left and right 
eyes. The concept uses the images captured by human eyes. 
Eyes either left or right retina send an image to the brain that 
formed a triangle position with an object point. Therefore, a 
triangulation method is utilized to determine the distance of 
an object in relation to the sensors (both cameras) [7]. A 3D 
image can be formed with a stereo reconstruction. The stages 
of the reconstruction are calibration, rectification and 
estimation. 
 
The first stage requires focal length, point coordinates, radial 
and tangential distortion factor. ZED SDK (type of the 
camera) has the factory calibration data (self-calibration). 
Moreover, the second stage process of the camera is also 
self-provided by the manufacturer. Therefore, calibration and 
rectification is not required to be programmed when used. 
However, the depth estimation is derived by triangulation 
from the geometric model of non-distorted rectified camera. 
The calculation of the depth ( Z )) is described as follow [8]. 

 

d
bfZ            (1) 

Where d is disparity, f is the focal length of the camera and   
is the baseline distance between the center of camera 
respectively. The disparity consist of the subtraction image 
positions (left and right) related to the center of the image 
frame in the x-coordinate. Figure 1 depicts the illustration of 
the stereo camera arrangement. 

 
 

Figure 1: Stereo Camera an arrangement [8] 
 

Object identification is derived using an intelligent method 
called Convolutional Neural Network (CNN). It is a special 
type of feed forward Neural Network method inspired by 
Brain part of Visual Cortex work. It uses neurons principle in 
order to classify an input. The weighting factors are generated 
from the given input to link the relationship between neurons. 
However, a training process is required to find the reference 

weights. Therefore, those values can be compared to others 
when we need to classify an object.  The implementations of 
CNN can be found in several researches for instance for a 
facial detection [9], finding the data of the camera source [10], 
and also an Apps for Chinese menu uses this method [11]. The 
CNN Commonly it consist of several block system namely 
Convolution layer, Rectified Linear Unit (ReLU), Pooling and 
Fully Connected layer. Layer play important part in Neural 
Network. Numbers of layer follow the rule: 
 

ܽ௜,௝ = ݂(∑ ∑ ௜ା௠,௝ା௡ݔ௠,௡ݓ + ௕ݓ
ே
௡ୀ଴

ெ
௠ୀ଴ )    (2) 

 
where a_(i,j) is  pixel in it row and the column, x_(i,j) is the 
pixel of point i and j of input image, w_(m,n) is the weight of 
filter position, w_b  is filter bias and  f is the function 
respectively. Value of w_(m,n)and w_bare the parameters 
obtained from learning process and optimization during 
learning. Meanwhile size of the kernel (smallest matrix of an 
image) is MxN. 
 
Stages and the investigation scheme are shown in Figure 2. 
The complete setup consists of a stereo camera, a mini 
computer for processing the image and provide the decision in 
terms of signal electrical level. This signal is then proceed to 
the signal conditioning and finally transferred to the actuator 
for creating braking movement. However, this paper covers 
only in the generating signal part as shown inside of the dotted 
curve. 

 
 

Figure 2: Scheme of the investigation 
 

 

 
Figure 3: Object detection experiment 
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Figure 3 is the experiment of object detection setup. The left 
(a) picture is the detection system that consists of the 3D 
camera connected with the mini PC with the monitor the 
monitor to display the images camera captured and also the 
result of detection. The detection data is saved into the PC to 
be processed for obtaining the braking action intensity value. 
Meanwhile, the right image (b) is the object detection result in 
the monitor display. It presents the image with a box named 
the classified object as well as the distance. 
 
After the object classification/ detection. The second stage is 
to decide the braking force. In order to test the brake, the test 
rig for the heavy vehicle braking is built with a quarter system 
(only one wheel).  However, this paper only describes the 
braking intensity generation decided by the data taken from 
the object. The experiment is performed in an open area to 
simulate the real condition of the vehicle. 

2.2 Braking Decision 
In order to generate the braking action signal, two methods are 
considered. The first one is directly converted into braking 
decision with range intensity into four stages from 0 to 20 
level. The other one is using fuzzy to decide the braking 
action. 
 
Fuzzy logic is a method approach by imitating the human way 
of decision. This method has been implemented to many 
sectors namely medical [12], farming [13] and also for 
detecting object using a stereo camera [14]. Furthermore, the 
researchers also used fuzzy method for electric vehicle 
applications for instance in energy reduction of  vehicle 
consumption [15], regenerative braking [16], autonomous 
controlling vehicle in roundabout [17], parking lot [18], 
improvement of visual detection for pedestrian crossing [19]. 
This paper utilizes fuzzy system built via MATLAB toolbox. 
Therefore, several steps are done as mentioned. In order to 
create the fuzzy system, there are several segments to be 
considered. At the beginning, linguistic variables of input and 
output are defined. The input is organized into three 
classification of distance namely close, medium and far object 
range with respect to the camera. Furthermore, the output is 
ordered into three categories as well namely no-brake, 
medium-brake and hard-brake. Those groups represent the 
intensity of the braking action. The linguistic input and output 
can be presented as below. 

 
The linguistic value of input variable universe  
Person distance (t) = (far, medium, close) with universe of 
discourse [0, 25] 
This means that the response observed of the braking is from 
distance below 25m in front of the vehicle. 

 
The linguistic value of output variable universe 
Braking intensity (t) = (no brake, medium brake, hard-brake) 
with interval [0, 20] 
This means that considered maximum intensity level of the 
braking signal is 20. 

Later on, the membership function is constructed in in Figure 
4. Three input categories are presented in curves with created 
the linguistic of the input and output variable universes. Both 
input and output use triangular function shape for this study. 
 

 

 
Figure 4 : Membership function 

 
The knowledge base rules is made to match the relationship 
between input and the desired output. This can be derived 
using a look up table to consider the pairs of input and output. 
 

- If (input 1 is close) then (output1 is hard brake) 
- If (input 1 is medium) then (output1 is med brake) 
- If (input 1 is far) then (output1 is no_brake) 

 
De-fuzzification uses centroid method as seen as in Figure 5 
with an example of input value. If a value of an input appears, 
it will be projected to the divided input of membership 
function at the horizontal coordinate plane (this study uses 
three curves as the input). Afterward, a vertical line is drawn 
to the curves. Therefore, it could intersects to more than one 
curve. The points of the curve that crossed by the vertical line 
are then projected to the output curves. The areas of the output 
are then added. Furthermore, the middle point of those areas is 
the result value. 

 
 

Figure 5 : Defuzzification result 
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3. RESULTS AND DISCUSSION 
 
The outcomes are presented in two stages as well. The first 
stage is to generate data of classifying object. The detected 
objects are used as the input data for the next stage. At the 
beginning, a partial test is done to ensure the machine works 
properly. The ability to classify objects, the object accuracies 
and also period of detections are the target. The accuracy is a 
parameter of the matching weighting values of the object 
sample with the captured image from the camera. Those 
outcomes are captured and presented in Table 1. 
 

Table 1 : Accuracy and detection period 
 

No Object Accuracy 
(%) Duration (ms) 

1 Person 1 98 210 
2 Person 2 97 190 
3 Person 3 96 230 
4 Person 4 99 220 

 
The accuracy shows that the object can be clearly 
distinguished more than 90%. Furthermore, the period to 
predict the object is around 200 ms. 
Another data for the partial test is taken to find the error of the 
measured distance as seen on Table 2. The result shows that 
the maximum error of the detection is 2%. The errors found 
are considered sufficient to be utilized for the vehicle 
detection object application. 
 

Table 2 : Distance measurement comparison 

No Object Accuracy 
ref (m) 

Duration 
detected 

(ms) 

Error 
(%) 

1 Person 1 10 10.15 1.5 
2 Person 2 12 11.9 0.83 
3 Person 3 17 17.1 0.59 
4 Person 4 20 19.6 2 

 
The second stage called the braking decision is divided into 
two results namely direct step and fuzzy method. Input from 
the dataset of object movements is transferred to the 
MATLAB environment. The MATLAB Simulink blocks 
have been created with two processes (the direct conversion 
and the fuzzy braking). Those two result is presented in 
parallel to observe the difference between them (Figure 6). 
 
The first figure with the green curve on the top is the input of 
object distances, the middle graph with the red curve is the 
direct braking action, and the last diagram with the blue curve 
is the fuzzy braking action. The result shows that the fuzzy 
method is more delicate result compare to the direct method.    
It is beneficial for vehicle implementation particularly 
regarding the people inside of the vehicle. The braking action 
creates disturbance to the object inside the vehicle. Therefore, 
smooth movement is preferable as it is more comfortable for 
the driver or the passengers. 

 

 
 

Figure 6 : Braking action with object movements 
 

4. CONCLUSION 
The summary of this paper is presented as follow: 
Object detection requires a period of recognition of around 
200ms. The outcomes show that the object can be 
distinguished with more than 90% accuracy. 
 
Error for distance measurement are vary with the maximum 
value of 2% is adequate for this application. 
 
Fuzzy decision creates the signal results are more delicate 
compare to the direct method, this will affect to the comfort of 
the vehicle’s driver/passengers.  
 
For further development and system integration, the works of 
other researchers [20], [21] can be considered. 
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