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ABSTRACT 
 
It is imperative for the participants of stock markets to 
understand the characteristics of stock markets for effective 
decision making. However, it is difficult to understand the 
dynamics of every single market, so the classification of stock 
markets with similar characteristics as a group would be a 
great help for the stakeholders of the stock markets. There 
exist some classifications based on various socio-economic 
and financial factors, which involve huge costs and also this 
cannot be verified as it is very complex to obtain the data on 
these variables. There are very few studies in the literature on 
the classification of markets with quantitative variables. In 
this context, this study aims at classifying the stock markets 
into different groups based on their key financial factors. This 
study considers forty-five stock markets for classification by 
using data mining techniques, viz. K-Means, Hierarchical, 
and Fuzzy C-Means. The results show that Fuzzy C-Means 
clustering is found to be the most suitable method. 
 
Key words: Classification, Data mining, Financial 
Characteristics, Fuzzy C-Means, Hierarchical, K-Means, 
Stock markets.  
 
1. INTRODUCTION 
 
After financial liberalization, financial intermediaries have 
become the crucial institutions in the process of economic 
growth. Especially, the stock markets have been one of the 
vital institutions, which have been channeling the surplus 
funds from the investors to the industries. There are several 
theoretical as well as empirical studies, which showed that 
there exists high positive relationship between the economic 
growth and stock markets [8], [9], [10], [14], [15]. These 
studies have ascertained that financial development has a 
significant positive impact on economic growth. Given the 
significance of stock markets concerning the economic 
growth and returns on investments, the study of stock markets 
plays a crucial role in investment decision making. 
Moreover, the integration of markets coupled with automated 
trade facilities stimulated the investors’ opportunities to 
diversify their investments and thereby increasing the rates of 
return on investments fetching higher profits [5], [6], [23]. 
With the advancement in information and communication 
technology, the participants of the stock markets can access 
real-time data and information about market movements, 
opinions of experts, and the information of economic, 

political and social events, which affect the financial markets. 
Also, with high-speed computing facilities the players of the 
stock markets have the advantage of making their investment 
decisions faster and dynamic way.    
It is essential for the investors to understand the structure, 
risk-return characteristics of every stock market for effective 
investment decision-making [2]. However, understanding 
every market may not be feasible, as it is a laborious task and 
a time-consuming process [12]. Nevertheless, one can 
identify groups of markets with similar features by using 
appropriate analytical tools. Classification of markets would 
also be beneficial to the active stakeholders in the stock 
markets such as institutional and retail investors, fund 
managers, hedge funds, financial regulators, firms, 
policymakers and other active players of financial markets. 
Institutional and retail investors, fund managers, and hedge 
funds can use this classification to minimize their investment 
risk and diversify their portfolio and tap the opportunities, 
which yield higher returns in the world stock markets. This 
classification can be useful to regulators and policymakers as 
they can emulate the best management and regulatory 
practices from the advanced markets to their domestic 
markets. The firms can approach the new markets apart from 
domestic markets to raise capital with lesser cost based on 
their requirements.  
There are some international agencies such as International 
Monetary Fund (IMF), World Bank (WB), and financial 
service providers like Morgan Stanley Capital International 
(MSCI), Financial Times Stock Exchange (FTSE), and Dow 
Jones (DJ), classifying the stock markets based on 
socio-economic factors, opinion polls, and qualitative 
variables. However, these qualitative measurements may not 
reveal full information [18].  According to MSCI [19], if there 
is misclassification of a market, it is difficult to track the 
index and it will increase the risk and cost of the 
misclassification error. Moreover, it is not possible to verify 
these classifications as it is very expensive and difficult to 
obtain the data and also these classifications are not being 
updated dynamically in accordance with the speed at which 
the changes take place in the investment environment. These 
are the serious limitations of classification by these agencies.  
As an alternative few attempts were made to classify the stock 
markets by using quantitative financial variables and indices. 
A study by [3] examined the factors that discriminate the 
developed and emerging stock markets. The results of their 
study revealed that the market depth, size of the market, 
transaction value are more prominent factors that 
differentiate the financial markets. However, the market 
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activity that comprises of corporate funding, fund capacity, 
and turnover velocity is not a significant factor for classifying 
the markets. Recent studies such as [13] and [20] observed 
that the stylized facts of market returns such as volatility, 
informational asymmetries play a significant role in 
differentiating the markets as mature and immature markets. 
A study by [20] classified the stock markets of 40 countries 
based on quantitative variables as developed, emerging and 
frontier markets by using discriminant analysis. According to 
this study, Israel, Namibia, and Kuwait are misclassified as 
emerging markets, where Israel is classified as a developed 
market and Namibia and Kuwait are classified as frontier 
markets by the agencies. Apart from this, the rest of the 
classifications are in line with the classification with 
qualitative variables. 
Though these studies classified the stock markets using some 
quantitative variables and factors, there are some limitations 
in the methods employed in these studies. For example, [20] 
used K-Means Clustering, which is sensitive to outliers. Also, 
a study by [18] employed discriminant analysis to classify the 
markets, however, this method also has some serious 
limitations such as this method might not be efficient for the 
variables, which are distributed non-normally [9].  
In recent times, with the advancement in automated 
collection and storage tools, the availability of data has 
increased exponentially [1], [25]. On the other hand, the 
analysis of the huge amount of data demands more 
sophisticated techniques to draw valid conclusions. This 
necessitated the invention of new methods to analyze the 
ever-increasing data. Data mining is one such class of tools, 
which is used to understand the hidden patterns and analyze 
the data. Clustering, a technique in data mining has a wide 
range of applications in finance as well. 
From the literature on classification of stock markets, it can be 
observed that there are very few studies on classification 
based on quantitative financial characteristics and on the 
cost-effective classification of stock markets by using the 
openly available data. In this context, this study has been 
taken up with an aim to classify the stock markets by 
considering the quantitative variables such as the size, depth, 
efficiency, access, and stability of the stock markets. For this 
classification, we employ the data mining techniques viz. K- 
Means, Hierarchical, and Fuzzy C-Means clustering methods 
as these are the most widely used for unsupervised clustering. 
This study has two distinctive features, one, it is cost-effective 
as the data has been taken from open sources and two, it is 
easily verifiable. The rest of the study is divided as: the second 
section describes the data and methods employed for the 
study, third section presents the results, followed by the 
summary and conclusions in the fourth section. 
2. DATA AND METHODOLOGY 
 
In this section, we briefly explain the data and variables 
considered for the study and describe different data mining 
techniques employed for the classification of the stock 
markets.  
 

2.1. Data 

We have taken five vital factors, which reveal significant 
information about the stock markets. They are 1. Size: The 
total market capitalization of the listed companies is taken as 
a proxy for the market size, which indicates the amount of 
financial resources in the stock market. Markets with higher 
market capitalization indicate a bigger size. 2. Depth, which 
is measured as the ratio of market capitalization to GDP, that 
compares the total value of all the stocks to the total value of 
the output of a country. 3. Efficiency, we considered the stock 
market turnover ratio and liquidity as a proxy for efficiency. 
Higher the turnover ratio and liquidity, higher the efficiency 
and lower the turnover ratio and liquidity, lower the 
efficiency. 4. Stability, which is measured by the volatility in 
the market. It is an average of the 360-day volatility of the 
stock index.  Lower the volatility, the higher the stability and 
higher the volatility, the lower the stability of the stock 
market. 5. Access: The amount of Foreign Portfolio 
Investments (FPIs) has been taken as a proxy for access, as the 
amount of foreign investments indicate how open and 
accessible the markets are. We used the annual data of these 
variables from the World Bank Database [24] from 2009 to 
2016 and calculated the average of all these variables for 
forty-five countries. The list of countries considered for the 
study are given in table 1. The variables and their proxies 
considered for the study are provided in table 2 along with 
their notations. 
 

Table 1: List of Countries Considered for the Study 
1.Australia 24.Mexico 
2.Austria 25.Morocco 
3.Brazil 26.New Zealand 
4.Canada 27.Nigeria 
5. Chile 28.Norway 
6.China 29.Oman 
7.Columbia 30.Peru 
8.Cyprus 31.Philippines 
9. Egypt 32.Poland 
10.Germany 33.Russia 
11.Greece 34.Singapore 
12.Hong Kong 35.Slovenia 
13.Hungary 36. South Africa 
14.India 37.South Korea 
15.Indonesia 38.Spain 
16.Ireland 39.Sri Lanka 
17.Israel 40.Switzerland 
18. Japan 41.Thailand 
19.Jordan 42.Turkey 
20.Kazakhstan 43.United Kingdom 
21.Luxembourg 44.United States 
22.Malta 45.Vietnam 
23.Mauritius  
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Table 2: Variables and Notations 
Factor Variable Notation 

Size Stock market capitalization MCAP 

Depth Stock market capitalization to 
GDP DEP 

Efficiency Stock market turnover ratio TURNR 
Liquidity LIQ 

Stability Stock price volatility VOL 
Access Foreign Portfolio Investments FPI 

Source: World Bank database – 2018. 
 
MCAP: Total value of all listed shares in the stock market  
DEP: (Stock market capitalization/GDP) *100 
TURNR: Total value traded/Stock market capitalization 
VOL: The mean value of 360-day volatility in stock prices 
LIQ:  Total volume of transactions.  
FPI: Total Foreign Institutional Investments in the stock 
markets. 

2.2 Data Standardization  
Data standardization is one of the vital steps in data 
pre-processing for any data analysis. In this step, variables or 
the objects must be scaled, i.e. standardized to make them 
comparable, before measuring the similarities and 
dissimilarities among the objects. Especially, when variables 
are measured on different scales. Generally, variables are 
scaled to have i) Mean zero and ii) Standard deviation one. 
The variables (  are standardized using z-score formula, 
which is given as: 

 
Where  is mean and  is the standard deviation of  
respectively.  
 
2.3 Determination of Number of Clusters  
It is very crucial to choose the optimal number of clusters for 
a given data set before proceeding to apply clustering 
algorithms as the results are sensitive to the number of 
clusters. However, in some circumstances, we can fix the 
number of clusters, based on the requirement of the study. In 
this study, we used one of the popular methods, Elbow method 
[11] for fixing the appropriate number of clusters.  
 
A.  Elbow Method  
Elbow method considers the total Within Sum of Squares 
(WSS), which is the sum of the squared deviations from each 
observation and the cluster centroid, as a function of the 
number of clusters: The Elbow method involves the following 
procedure to select the optimal number of clusters: 
Step 1. Compute clustering algorithm for different numbers of 
clusters, i.e. k. For example, 1 to 10 clusters. 
Step 2. Calculate total WSS for each k,  
Step 3. Plot the curve of WSS for different values of k. 
Step 4. The point at which the curve bends is selected as the 
optimal number for that particular data set. 

2.4 Classification Methods  
A. Hierarchical Clustering 
The hierarchical clustering method is one of the unsupervised 
clustering algorithms used to group the data based on the 
similarities among the objects. The algorithm used in the 
hierarchical method is: Let  be the distance between 
clusters i and j and let cluster i contain  objects. Let the set 
of all remaining   be represented as D. Suppose there are N 
objects to the cluster, the steps involved are: 
1. Finding the smallest element  that is remaining in D. 
2. Merging the clusters i and j into a single new cluster, say k. 
3. Calculating a new set of distances, using the following 
distance formula. 

 
Here m denotes the cluster other than k. The and in D 
are replaced by these new distances. Also, let  
4. Repeating steps 1 to 3, which requires N-1 iterations until 
D contains a single group made up of all objects. In this 
method, the clusters are formed in such a way that the pooled 
WSS is minimized. At each step, two clusters are fused which 
results in the least increase in the pooled WSS. In this study, 
we used Ward’s Minimum Variance method of agglomerative 
clustering. The coefficients of the distance equation in Ward 
Hierarchical Clustering method are: 

 
B. K-Means Clustering 
K-means clustering algorithm is one of the popular 
unsupervised clustering algorithms because of its 
effectiveness and less complexity in implementation. 
K-means clustering algorithm of MacQueen [16] is the most 
commonly used algorithm. The Euclidian distance measure is 
used in this algorithm and its objective is to minimize the 
objective function J, which involves minimizing the distance 
within the same cluster and maximizing the distance between 
the clusters which is defined as: 

 
Where  is the data points, n is the number of observations, 

 is cluster centers, and Z is a membership function, where, 

 

 
The steps involved in k-means algorithm steps are: 
Step 1. Choosing the number of clusters (k) 
Step 2. Selecting the cluster centers,    
Step 3. Assigning the data points  to the closest cluster 
Step 4. Re-computing , cluster centers using equation (5) 
Step 5. Repeating steps 3 and 4 until J is invariant (variance  

) 
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C.  Fuzzy C-Means Clustering 
In order to overcome the limitations with K-Means, Bezdek 
[4] introduced Fuzzy C-means (FCM) clustering method, that 
is based on Dunn’s study [7] which is also considered as an 
extension of K Means. Fuzzy C Means is a soft clustering 
method, which allows an object to be associated with different 
clusters with a varying degree of membership, whereas the 
hard-clustering methods allow each object to be in only one 
cluster. The clusters are created based on the distance among 
the data points, with each cluster having a center. In fact, in 
FCM, n clusters are formed from a data set with each point in 
a data set is related to every other cluster as well with a certain 
degree of association with that particular cluster. A data point 
with a high degree of association lies closer to the center of the 
cluster and the data point with a low degree of association lies 
distant from the center of the cluster. 
Fuzzy C-Means clustering involves the following steps:  
Initially, one has to fix c, where c is   and then a 
value for the parameter ‘m’ must be selected, followed by 
initialization of the partition matrix . In this algorithm, 
every step would be specified as ‘r’, where r= 0, 1, 2. 
Step 1. Calculating the c center vector   for each step 

 
Step 2. Calculate the distance matrix  

 
Step 3. Updating the partition matrix for the rth step, ) as 

 
If   then one has to stop, or else one must 
return to step 2 by updating the membership grades for data 
points and cluster centers iteratively. In FCM, the cluster 
centers are moved iteratively to the precise location within a 
dataset. The underlying phenomena for the FCM clustering 
techniques is that of the fuzzy behavior, which provides a 
natural approach to create clusters, with membership weights 
that have a natural interpretation rather than probabilistic 
interpretation. 

2.5 Validation of Clustering Techniques  
It is very important to measure the accuracy of a clustering 
technique to understand its performance [26]. There exist 
some methods such as the Dunn index, Rand index, and 
Silhouette width to validate the clustering techniques. 
However, several studies used the Silhouette width as it is one 
of the most widely used reliable methods as well as easily 
interpretable [11], [17], [21].  
A. Silhouette Width 
It is very essential to test the validity of the clustering results. 
One of the commonly used statistics to validate the clustering 

results is the Silhouette width [22] which measures how 
accurately an observation is clustered and estimates the 
average distance between clusters. The silhouette width  is 
calculated for each observation i, by using the formula: 

 
Where,  is the mean distance between i and all other points 
within a cluster, n is the total number of points, and  is the 
minimum of the average distances between i and the points in 
other clusters.  
The steps to calculate the Silhouette index are as follows: 
Step 1. Calculate the average dissimilarity between each 
data point i and all other data points of the cluster, in which i 
is a member.  
Step 2. Calculate the average distance d(i,C) of i  for all other 
clusters C, in which, i is not a member. Define the smallest of 
these dissimilarities as  = min C d(i,C), which is the 
dissimilarity between i and its neighboring cluster, to which it 
does not belong. 
Step 3. In the last step, the silhouette width of i can be 
obtained by using equation 9. After obtaining the Silhouette 
width, it is easy to interpret. The observations with a high  
i.e. near to 1, indicate that they are clustered very well. A 
small  , near to 0, denotes that, the data point lies between 
two clusters, and the observations that are wrongly clustered 
will have a negative .Then, we can get the average 
Silhouette width for a particular clustering method, which 
can be used to validate the method and compare it with other 
methods. The range of average Silhouette width is -1 to +1. A 
high value, i.e. close to 1 indicates that the objects are 
perfectly clustered. A low value, near to 0 reveals that the 
objects are poorly clustered. A negative value shows that the 
objects are placed in the wrong cluster.  
 
3.  EMPIRICAL RESULTS 
In this section, we present the empirical results, i.e. clustering 
outputs of three methods employed in the study. We used the 
Elbow method to determine the optimal number of clusters. 
The output of the Elbow method is given in figure 1, from 
which we can observe that the optimal number of clusters is 
‘three’. Based on these results, we fixed the value of k as 3 in 
clustering methods. Having determined the ideal number of 
clusters from Elbow method, we applied three widely used 
clustering methods, viz, Agglomerative or Hierarchical, 
K-Means, and Fuzzy C- Means methods to classify the stock 
markets with similar features and we tested the 
goodness-of-fit of these methods by using the validation 
technique, Silhouette width. Here, we obtained the average 
Silhouette width of 0.8311 for Fuzzy C-Means, 0.6111 for 
Hierarchical and 0.3823 for K-Means methods. Hence, the 
Fuzzy C-Means method is the most suitable method among 
the three methods considered in the study. After validating 
the clustering methods, we plotted the cluster plots to 
visualize the clusters.  The cluster plots from the three 
methods can be observed in figure 2 to figure 4.  
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Figure 1:Optimal Number of Clusters from Elbow Method  

 
 

 
 
 

Figure 2: Cluster plot with Hierarchical Method  
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Figure 3: Cluster plot with K-Means Method  

 

 
 

Figure 4: Cluster plot with Fuzzy C- Means Method



M Mallikarjuna et al.,  International Journal of Emerging Trends in Engineering Research, 8(1), January  2020, 46 - 53 

52 
 

 

From the Fuzzy C-Means cluster plot in fig. 4, there are 
thirteen markets in cluster 1, namely, Chile, Colombia, Israel, 
Jordan, Malta, Mexico, Mauritius, Morocco, Nigeria, New 
Zealand, Oman, Philippines, and Sri Lanka. Cluster 2 
consists of fifteen markets, viz. Austria, Cyprus, Egypt, 
Greece, Indonesia, Ireland, Kazakhstan, Norway, Poland, 
Peru, Russia, Slovenia, Singapore, South Africa, and 
Vietnam. In cluster 3, there are seventeen markets, namely, 
Australia, Brazil, China, Canada, Germany, Hong Kong, 
Hungary, India, Japan, Luxembourg, South Korea, Spain, 
Switzerland, Thailand, Turkey, UK, and the US. One 
interesting observation from the results of all the three 
clustering methods is that the distance between the US stock 
markets and all other markets is very high, indicating that the 
stock markets of US are way ahead of all other markets in 
terms of size, efficiency, depth, liquidity, and stability. The 
list of countries in each of the clusters is given in table 3.  
 

Table 3: Clusters of Stock Markets 
 

Cluster 1(13) Cluster 2 (15) Cluster 3(17) 
5. Chile 2. Austria 1. Australia 
7. Colombia 8. Cyprus 3. Brazil 
17. Israel 9. Egypt 4. Canada 
19. Jordan 11. Greece 6. China 
22. Malta 15. Indonesia 10. Germany 
23. Mauritius 16. Ireland 12. Hong Kong 
24. Mexico 20. Kazakhstan 13. Hungary 
25. Morocco 28. Norway 14. India 
26. New Zealand 30. Peru 18. Japan 
27. Nigeria 32. Poland 21. Luxembourg 
29. Oman 33. Russia 37. South Korea 
31. Philippines 34. Singapore 38. Spain 
39. Sri Lanka 35. Slovenia 40. Switzerland 
 36. South 

Africa 41. Thailand 

 45. Vietnam 42. Turkey 
  43. UK 
  44. US 

 

4. SUMMARY AND CONCLUSIONS  
One of the crucial prerequisites for a better investment 
decision-making process is having the knowledge of 
characteristics of stock markets. As it is difficult to 
comprehend each and every market in the construction of the 
portfolio for investors, classification of stock markets with 
similar characteristics would be useful for market 
participants.  There exist few classifications by some agencies 
such as Dow Jones (DJ), Financial Times Stock Exchange 
(FTSE), and Morgan Stanley Capital International (MSCI), 
by using financial characteristics. However, these 
classifications involve huge cost and also, they are not 
verifiable. This study makes an attempt to classify the stock 

markets based on their quantitative financial features such as 
size, access, depth, efficiency, and stability by employing data 
mining techniques. 
In this study, we considered the average of annual data of the 
chosen variables for the period 2009 to 2016 for forty-five 
stock markets. We employed three unsupervised clustering 
methods viz., Hierarchical, K-Means, and Fuzzy C-Means 
clustering for classifying the stock markets. First, we selected 
the optimum number of clusters as three, as determined by 
employing the Elbow method. After forming the clusters, we 
used the average Silhouette width to validate and compare 
clustering methods. The results of this study suggest that the 
Fuzzy C- Means clustering method is the most appropriate for 
the classification of stock markets. These results show that 
there are thirteen markets in cluster 1, namely, Chile, 
Colombia, Israel, Jordan, Malta, Mexico, Mauritius, 
Morocco, Nigeria, New Zealand, Oman, Philippines, and Sri 
Lanka. There are fifteen markets in cluster 2, viz. Austria, 
Cyprus, Egypt, Greece, Indonesia, Ireland, Kazakhstan, 
Norway, Poland, Peru, Russia, Slovenia, Singapore, South 
Africa, and Vietnam. Cluster 3 consists of seventeen markets, 
namely, Australia, Brazil, China, Canada, Germany, Hong 
Kong, Hungary, India, Japan, Luxembourg, South Korea, 
Spain, Switzerland, Thailand, Turkey, UK, and the US. 
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