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ABSTRACT 
 
Iterating over every possible combination of features 
and building each combination as a decision tree takes 
massive processing power especially when there many 
features to select from. The main drawback with using 
decision tree classifiers is the tendency of the tree to be 
over fitted to a specific scenario. The random forest 
classifier resolves this issue by using randomly 
selected features as nodes. The problem with this 
approach is that it requires more time and 
computational power to construct the trees. In this 
paper we employed an optimization algorithm called 
Binary Particle Swarm. The binary particle swarm 
optimization algorithm is a powerful algorithm in the 
field of optimization. We used this algorithm to pick 
the best features that represent a dataset as input for a 
random forest classifier. We have achieved impeccable 
results in terms of accuracy and precision while 
maintaining minimum user interaction. We used the 
Wisconsin breast cancer dataset which can be obtained 
from the UCI machine learning repository. In this 
dataset, the objective is to predict whether the 
passenger has survived or not based on the provided 
attributes. We obtained a 97% on average and a best 
98% classification accuracy on the Wisconsin breast 
cancer dataset.  
 
Key words : Random Forest, Binary Particle Swarm, 
Decision Tree, Machine Learning 
 
1. INTRODUCTION 

 
Random forest classifier is an accurate classifier that 
does not suffer from the same issues as those in a 
decision tree classifier. A key factor in the success of 
the random forest classifier is that it builds its trees 
randomly [1]. Decision tree classifiers, such as C4.5 
and its predecessors used information gain, or another 
variation known as gain ration. This allowed the 
previously mentioned classifiers to target specific 
attributes instead of building multiple decision trees 
unlike the random forest classifier. Naturally, the 

attribute selection algorithms used introduced some 
pitfalls such as bias and over fitting which gave the 
random forest classifier an advantage [2].  

Iterating over every possible combination of features 
and building each combination as a decision tree takes 
massive processing power especially when there is a 
high number of features to select from [3].  

Researchers have identified this issue and worked on 
multiple variations of random forest to reduce the 
number of decision trees to be grown. Some of the 
successful variations use Symmetrical Uncertainty 
which is an attribute evaluator and can be defined as 
the fraction between information gain and entropy. 
Gain Ratio, which measures the gain in information for 
classification in respect to the entropy of the features. 
And other attribute evaluation methods to select the 
feature combination that will yield the highest 
accuracy achieving trees and generate a random forest 
for these features rather than the entire dataset [4]. We 
will try to achieve a higher accuracy in predicting 
classes by using the binary particle swarm 
optimization algorithm along with the random forest 
classifier. 

This paper aims to increase the prediction accuracy of 
the elected decision tree in a random forest model by 
using an optimization algorithm that selects the best 
feature to grow the tree. This is done by searching 
through the combinations of features and testing their 
accuracy. The best set of features is the set which 
yields the highest accuracy and the lowest number of 
features. The initialization of the initial swarm is done 
randomly, but throughout the successive iterations, the 
algorithm will start to converge. We will be applying 
our algorithm on the Wisconsin breast cancer dataset 
and the Titanic data set from the UCI machine learning 
repository. The metrics for evaluating the algorithm 
will be the classification accuracy, F-measure, recall 
and precision. Existing Solutions. 
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The rest of the study is organized as follows: Section 2 
focuses on background information on data analysis 
and the most widely used classification algorithm. 
Literature reviewpresented in Section 3. Section 4 and 
5 providing the proposed approach and its 
implementation. Results in Section 6Finally, the result 
and feature work in section 7. 
 
2. BACKGROUND 

Technology is an essential part of our lives, and we are 
becoming more dependent on our mobiles, PDAs, and 
other devices to help us with our day-to-day 
operations. These devices out-number the number of 
users by at least 2:1. We can gather the massive 
amounts of this data by a process known as 
digitization. In simple words, digitization is gathering 
raw, possibly unusable, data and into a format that can 
be used by a machine. This massive amount of raw 
data must be put into use [4].  

This is where datafication comes in. Datafication 
organizes the raw information gathered through 
digitization to give us pointers as what to expect from 
the generation of this data in the first place. For 
example, the data gathered from a random person’s 
browsing history is digitized [5].  

It is transformed into a format that can be handled by 
the machine. The datafication process will reveal 
crucial information pertaining this person’s work, 
environment, political interests, and other aspects of 
their life. This knowledge inferred from the 
datafication process came from the information 
gathered about the user’s browsing history [1].  

As stated earlier, the sheer amount of raw data 
generated by one person is massive and could be in 
terabytes. This dilemma opened research for new 
technologies to emerge to solve this problem. Albeit 
this is not the only problem to face, there is another 
problem, and it is the processing power required to 
handle complex and huge amounts of data. As is the 
case with most problems, a solution is inevitable to be 
found [6].  

Part of the solution was provided by Google’s Hadoop 
framework. This framework works on distributed on 
machines to tackle the issue of the required processing 
power. These machines perform tasks or operations 
individually. Each task is a vital part of the result [7]. 
Hadoop has two main components. The first is the 
Hadoop File System (HDFS). The file system is 
responsible for allowing the master machine to gain 
access to the data provided by the slave machines that 
perform these individual tasks. The second component 
is the programming model MapReduce. Map phase 
breaks down a big problem into manageable chunks of 
smaller operations given to each slave machine.  

The result is then reduced by removing redundant and 
irrelevant outputs. This technology is only one of 
many technologies designed specifically to tackle the 
issues of big data [7]. 

The second part of the problem is the need to store 
massive amounts of data on one or many smaller 
devices. As time passes, the basic file types such as 
images and sound records will only increase in size. 
This poses an open research problem. With these 
technologies, certain methods must arise. These 
methods must go beyond the ordinary statistical 
aggregation or any basic statistical function. These 
methods must be designed specifically to match the 
task at hand. In a nutshell, handling big data requires a 
person to master various aspects ranging from 
mathematics to computer science.The massive amount 
of data to be analyzed is conveniently named big data. 
Where does this data come from? Does it all come 
from one place, and where is it stored? Why is this 
data beneficial for scientists and analysts?  

2.1. What Is Big Data and Data Mining 

Big data impacts our lives daily without us even 
knowing it. Advertisements on Facebook or suggested 
videos on YouTube and many others employ big data 
to show content better suited to everyone based on the 
information the user has given. Big data once 
understood fully can benefit businesses, educational 
institutions, or even governments as the data generated 
can be used to predict future outcomes. From a 
business perspective, skilled businessmen are hired to 
analyze past and present data on a certain market to 
make an educated guess on what the market will be in 
a day or 10 years. The application of artificial 
intelligence in the business market will be the trend 
soon. As for now until we can fully utilize this data, it 
will be a future endeavor [8]. 

The problem with the processing of big data is not just 
because it comes in big chunks as stated earlier, but the 
fact that there are many sources and a wide array of 
formats to represent this data. Many other minor issues 
stare us in the face while examining this data such as, 
can this data be used securely? How to differentiate 
relevant from irrelevant data? This is the science of 
converting that information into knowledge through a 
process called data mining [7].  

This process is built up of numerous levels but can be 
summed up in 3 levels or tiers [4]. The first tier is the 
big data mining platform. This tier describes the 
station a problem will be analyzed on. For small 
datasets a single node or machine is enough to yield 
the required results. On a larger scale this data has to 
be distributed among multiple nodes to increase the 
processing power allocated to each task within the 
problem as a whole.  
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The second tier is data semantics and application 
knowledge.[4]. This tier is narrowed down to the most 
elusive issues in this field. The first issue is data 
sharing and confidentiality. As speculated, some of the 
data can be very sensitive to certain individuals such as 
medical histories, places they have been, or even 
business transactions [9]. This issue essentially tackles 
the subject of who is authorized to use this information 
and how it should be used as to not directly affect the 
parties involved [7].  

The second issue is the application domain of this data. 
As discussed earlier, this data comes in a variety of 
formats and from a variety of sources. What are the 
benefits one may hope to gain from sifting through all 
that data? Is it worth it from a business perspective? 
The third and last tier is techniques and algorithms.  

There are numerous techniques to mitigate risks of 
incomplete data or biased results. The problems of data 
mining lie within the data itself. It could be incomplete 
thus it cannot convey the entire picture, or it could be 
biased based on the environment this data was 
collected from [4].  

In this tier, risks like the ones mentioned above must 
be taken into consideration when designing and 
working on a data mining framework. The process of 
data mining is very systematic. To avoid the issues 
discussed earlier, the data must go through various 
stages to assure its integrity and conformity [3].  

The goal of data mining is to find patterns that link this 
data together. To find these patterns, we must make 
sure that the data is clean of noise. Noisy data is any 
irrelevant information that could lead to the creation of 
false patterns. After we have eliminated the noisy data, 
we need to retrieve the relevant data from the various 
sources and their various representations. Conformity 
is a key aspect in the process of data mining [4].  

The next step is data transformation. We must 
transform the data from their original formats into a 
format more suited for our goal. Once the 
transformation is complete, the process of data mining 
begins. This is the step where the unique and clever 
algorithms are employed [5]. In this stage a plain 
technique or a hybrid technique is applied to find a 
pattern within the data. When working with big data, it 
is inevitable to find multiple patterns. Once numerous 
patterns are found, these newly found patterns are 
evaluated based on measures, impact, and probability. 
During this step, the patterns found should be a part of 
the solution if the process was conducted correctly.  

The last step is to represent this pattern or knowledge 
acquired in one of the various ways, such as induction 
rules or decision trees [5].At each step, the data is 
stored in data warehouses. The most researched topics 
in the field of data mining are the algorithms employed 

themselves. How are they different? Why are there 
many algorithms that essentially perform the same 
process? When do we use each algorithm? 

2.2. Data Mining Algorithms and Frameworks 
Data mining algorithms are split into two major 
categories, descriptive and predictive [5]. The purpose 
of data mining is to essentially find the hidden patterns 
in the data and describe it in a form of representation. 
Representing the data and highlighting the 
relationships between the attributes of the data is called 
the descriptive model [4]. Another purpose of data 
mining is to predict an event based on previous events 
that may have presented similar symptoms, such as a 
person’s expectancy to develop cancer at a later stage 
in life. Predicting an outcome for future events is the 
predictive model.  

The Figure. below highlights the difference between 
the algorithms applied in each model.  

 
Figure 1: Data mining Models algorithms 

As it is shown in the Figure. above, each model has its 
own set of techniques and algorithms. This did not 
prevent the breeding of these techniques to come 
upwith new hybrid techniques that have proven more 
efficient than either on its own. The prominent field in 
the predictive model is classification [10]. 

Classification is a form of categorizing the data based 
on a weight factor. Classification employs decision 
trees and neural networks to create a supervised 
learning environment to determine the weight factor 
for a set of data that can be used to categorize the 
attributes. This method is commonly used in modeling 
business or credit analysis [10]. 

On the other hand, clustering is the most prominent 
field in the descriptive model. Clustering is like 
classification in a sense it categorizes data into 
categories, but different on how it achieves this task. 
Clustering is a non-supervised training framework 
meaning it does not have a training set to help it 
identify the clusters the data will fall in to. As opposed 
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to classification, clustering does not categorize the data 
based on a weight factor but categorizes them 
according to their characteristics [5].  

Clustering can be described as the process of 
identifying objects of the same class from an object-
oriented approach. The attributes exhibited in each 
object determine the category a piece of data falls in. 
In this research we will be looking at classification 
algorithms in more depth rather than clustering 
algorithms. 

2.3. Classification 
Chronologically speaking ID3, Isometric Dichotomies, 
is one of the earliest classification algorithms [11]. ID3 
is the steppingstone for the famous C4.5 and C5.0 
classification algorithms. 

The mechanism of this algorithm is simple. ID3 takes a 
training dataset that includes labels and attributes 
correctly classified. Then it builds a decision tree 
starting off with the attribute that yields the highest 
information gain, least entropy, least variance. 
Information Gain or simply referred to as IG is 
calculated based on how much information we can 
gain if we split the tree based on a given attribute [6]. 
The formula for information gain is represented as 
follows. 

IG(T, a) = 퐻(푇)− 퐻(푇|푎)(1) 

The formula can be simplified to become: 

 IG=entropy (parent) - [weighted Average] 
entropy(child).  

The goal of this formula is to produce as many leaf 
nodes as possible. ID3 iterates over every attribute and 
calculates the information gain after each split. This 
algorithm was later replaced by the widely used C4.5 
[7].  

C4.5 introduced the management of continuous and 
discrete properties which allowed C4.5 to be 
applicable in more domains than its predecessor the 
ID3. The C4.5 algorithm works similarly to ID3 in the 
sense that it requires a training dataset to build a 
decision tree [10].  

The criterion for selecting the attribute on which upon 
the data is split is chosen using a different way. Both 
algorithms rely heavily on information gain, but C4.5 
goes beyond the information gain to calculate a gain 
ratio. What this extra step does is that it prevents bias 
for data with multiple entries [6]. This research will be 
focusing on a variation of the decision trees called 
“Random Forest”.  

This variation enhances the prediction accuracy of the 
standard decision tree by building multiple decision 
trees. Random forest generates multiple decision trees 
because the standard decision trees suffer from over 

fitting. Over fitting is when the decision tree is detailed 
to fit the training set that it loses its accuracy when 
applied to a real set. A big disadvantage of using 
random forests is the process in which it generates 
these trees. As its name suggests, it randomly selects 
the features to build the decision tree on without using 
any of the previously mentioned formulas [7].  

This raises an issue of how long it will take to generate 
the forest if used on a set with a huge number of 
records and how much resources would it require. The 
random forest classifier is widely used in the 
classification model. It provides more accurate results 
than a decision tree [11].  

Many scientists have tackled the problems of random 
forest and achieved promising results. As stated 
earlier, the random forest classifier generates multiple 
trees where each node is represents an attribute 
selected at random and this opened the field for the 
question; can this process be optimized to only select 
the important attributes? The difficulty of the task does 
not lie in reducing the number of the attributes, but 
how can these attributes be selected without 
compromising the accuracy? When the word 
optimization is uttered, optimization algorithms 
naturally spring to mind [10].  

Optimization algorithms were designed for a specific 
reason, and it is to increase or decrease a certain aspect 
of any process. There are many optimization 
algorithms that can be applied in this problem and data 
scientists have been using the optimization algorithms 
arsenal to optimize the attributes in a way to preserve, 
and hopefully increase the classification accuracy in 
the random forest classifier [11]. 

 This research uses a variation of the powerful 
optimization algorithm particle swarm optimization 
known as binary particle swarm optimization.  
Random forest classifier, particle swarm optimization, 
and binary particle optimization will be further 
discussed in later sections. 

2.4. Particle Swarm Optimization 
Any optimization algorithm’s main goal is to find the 
optimal set of solutions for a problem within the 
solution space. This is done usually by minimizing the 
problem’s cost function. “The particle swarm 
optimization algorithm is a global stochastic 
optimization algorithm based on the swarming 
behavior of animals in nature” [10].  

The algorithm creates particles that act as agents. Each 
agent is responsible to search the solution. Each 
agent’s velocity is guided by its own individual best 
solution(lbest) as well as the swarm’s global best 
solution(gbest) [4]. As most optimization algorithms, 
PSO has a predefined number of iterations. The search 
stops when the objective is met, i.e., optimum solution 
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has been discovered, or the number of predefined 
iterations has been exhausted.   

 
Figure2. Particles in the search space 

2.5. Binary Particle Swarm Optimization 
The above algorithm works for continuous problems 
where the parameters are real numbers [7]. This is not 
the case in this research. In this research, we employed 
the concept of Binary particle Swarm which instead of 
assigning the particles values from the real numbers 
set, they are assigned a string that consists of bits,0 or 
1. The velocity of the particle can be defined as the 
probability of Xij. The algorithm constrains the 
velocity by using the sigmoid function. [9] 

S v 	 = 1/(1 + e ) (2) 

X = ∫ 	 	 () ( )
	 (3) 

The value of rand () is drawn from U (0,1) and the 
function S(v) is the sigmoid limiting transformation. 

2.6. Random Forest Classifier 
The random forest classifier is a supervised learning 
algorithm. As the name suggests, a random forest creates 
multiple “random” decision trees [12]. As stated earlier, a 
decision tree is prone to overfitting. Overfitting a decision 
tree means that a decision tree built using a certain dataset 
may not work as well with another. 

 
Figure3. Sample forest 

The Figure. above illustrates how a random forest 
looks like with only 2 trees. A random forest builds 
each decision tree based on the best feature from a 
random subset of features. This results in a diversity 
that leads to a better model. Each feature in a random 
forest has an attribute called feature importance. 
Feature importance measures how much impact the 
presence or the absence of a feature will have on the 
prediction. [6]. 

 

2.7. Conclusion 
It is obvious that data analysis plays an important role 
in our lives, sometimes without our knowledge. 
Storing, analyzing, and making sense of the 
information that we transmit online is a task with such 
magnitude that it requires special skills and new 
innovative ways of dealing with this information.  

A technology could become obsolete over night as the 
market is ever changing. In data analysis, time and 
accuracy are of the utmost importance. The value of 
the technology is determined by how fast it is and how 
accurate its results are. Until this day, there is no 
perfect algorithm that can be applied to any problem. 
Each algorithm has its own pitfalls, but some are more 
efficient than others.  

Hybrid algorithms are common as one algorithm 
solves an issue that may be present in another and vice 
versa. In the classification model, random forest 
classifiers are more accurate than decision trees as they 
provide less biased models. Even the random forest 
classifier has its own pitfalls which can be traced to 
attribute selection. Data scientists have addressed these 
pitfalls by applying optimization algorithms to select 
the features that best represent the dataset.  

3. RELATED WORK 

The field of machine learning and predicting future 
outcomes has been the focus for many researchers and 
research papers. One of the first works on machine 
learning and predicting future outcomes:  

Archana et al [13].The authors improved approach consisted 
of a random forest for classification, Correlation Feature 
Selection for reducing noise, and suggested multiple 
algorithms for feature selection. The approach achieved a 
higher accuracy than the traditional random forest. Hassan 
[14], introduced a comparison between the genetic algorithm 
and the particle swarm optimization algorithm was 
conducted in this research to determine which optimization 
algorithm will find a better solution with less function calls.  

Karegowdaet al [15]. The authors analyzed the effects of 
using genetic algorithm as a search method with as a subset 
evaluation technique. The resultant feature subset is then 
tested with two supervised learning techniques, Back 
propagation neural network, and radial basis function 
network. The outcome of using the genetic algorithm with 
correlation feature selection showed improvement in both 
learning techniques. We used this research to study the 
extent an optimization algorithm could aid in the process of 
feature selection.  

Chi et al [16]. The authors used an adaptive particle swarm 
optimization to determine the most suitable splitting variable 
when growing a decision tree. The approach starts by 
generating a standard CART decision tree using the gini 
impurity or gain ratio to determine the splitting variable. The 
generated tree is then optimized by using the adaptive PSO. 
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This approach increased the classification accuracy 
compared with CART and as the number of observations 
increased, the proposed algorithm outperformed the CART. 

Fan [17]improved a new data classification method based on 
chaotic particle swarm optimization and least square-support 
vector machine. A new novel method based on the particle 
swarm optimization algorithm with least square support 
vector machine for data classification. The method is based 
on the chaotic optimization particle swarm and support 
vector machines. The COA (chaotic optimization algorithm) 
will start by processing the initial positions of the particles 
for the PSO which will lead to the replication of a chaotic 
PSO or CPSO. The resultant algorithm will optimize the 
parameters of the LS-SVM. 

Chinnaswamy and Arunkumar[18], [19], they proposed a 
hybrid feature selection approach using correlation 
coefficient and particle swarm optimization along with 
extreme learning machine classifier, a feed forward neural 
network.  

Hossam et al [20]proposed approach uses PSO feature 
selection wrapper to reduce the number of features to a 
manageable size that could represent dataset. With the 
reduced number of features, the random forest algorithm 
would grow the trees based on the results obtained from 
using the optimization algorithm. The technique used in this 
paper showed better performance than the traditional mail 
spam filters. 

4. PROPOSED APPROACH 

This section will go through the process of using the 
Binary Particle Swarm Optimization algorithm 
alongside the Random Forest classifier. The basic 
concept of the approach is to assign each particle an 
array of bits (0,1) to denote whether the feature exists 
or not. The assigning process is done randomly. The 
optimization algorithm starts and records the accuracy 
obtained during each iteration with the assigned 
parameters. The particles will move through the search 
space and change their bits until the maximum number 
of iterations has been exhausted. The output will be the 
global best accuracy. In this paper, a python tool was 
implemented to find the features to that record the best 
feature set to score a high accuracy[21], [22]. 

4.1. Proposed Approach 
The proposed approach will use the random forest 
classifier, and an optimization algorithm to be used on 
the features. The goal of this approach is to improve 
the classification accuracy standard random forest 
classifier. A flow chart highlighting the processes in 
the proposed approach is shown below. 

 
Figure4. Proposed Solution Diagram 

The above flow chart can be further explained with the 
following pseudo code. 

Input: Ds Train = {x1, x2. . . xn}. The training set that 
contains the training examples and their respective 
classes. 

Output: Prediction Accuracy 

Method:  

- Step 1: Initialize the swarm population by assigning 
each particle a random array of bits denoting 
whether the feature exists in the solution or not. 

- Step 2: Pass the population swarm to the random 
forest classifier to acquire the accuracy of the 
proposed set of features. 

- Step 3: Record the accuracy and update the location 
of the particles. (Local Best) 

- Step 4: Repeat steps 2 and 3 until all iterations have 
been exhausted. 

- Step 5: Pass the global best to the random forest 
classifier for the last time to obtain the final accuracy 
based on the optimal set of features extracted 
previously. 

The approach assumes that the dataset has already 
been prepared. The BPSO algorithm starts the 
optimization process by selecting a group of features 
and applying evaluation metrics to find the accuracy, 
precision, and recall given by each data set. For each 
iteration where the prediction accuracy increases the 
algorithm will continue and the most accurate set of 
features is saved as the local optimal solution. The 
optimization process will stop when the PSO algorithm 
has already exhausted its allocated number of 
iterations, currently set at 100 iterations. 100 iterations 
have been proven to be enough for the datasets used in 
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this research but can be increased to equal the number 
of combinations of the attributes in the dataset [23].  

Once the optimization process stops, the process of 
growing the trees starts by using the features selected 
by the optimization algorithm. The whole process is 
further explained in the following section.  

4.2. Development Environment and Libraries 
The implementation of the proposed approach has 
been developed using Python (Pycharm Environment). 
The libraries used are as follows. 

 Numpy: Package for scientific computing. 
Contains N-dimensional array objects and various 
functions to manipulate the objects within the 
array.  

 Scikit-learn: Fundamental package for datamining 
and data analysis. Used for the implementation of 
the Random Forest Classifier and evaluation 
metrics.  

 PySwarms: A Binary particle swarm optimization 
tool created by Lj Miranda [24]. 

4.3. Population Initialization 
The first step is to initialize the population of the 
swarms. The class “BinaryPSO” will initialize the 
swarm population. The number of particles to be 
initialized must be passed as a parameter. The second 
parameter is how many dimensions there are in the 
dataset. The dimension parameter denotes how many 
features there are in the dataset. The final option in 
BinaryPSO is the options parameter. The options 
parameter is an array with the values for c1, c2, w, k, 
and p, which are learning factors, inertia, and the 
distance metric. 

4.4.Calculating the objective function for each 
particle 

This research uses an objective function from another 
paper [9], with a small alteration  

f(X) = α(1 − scores) + (1− α)(1− )                 (4) 

The alpha parameter is the decider of the tradeoff 
between scores (classifier performance) and the size of 
the features set nf in respect to the total number of 
features which is denoted by nt. The performance 
classifier can be the accuracy, precision, or others. 

5. IMPLEMENTATION 

The following section will explain in detail the steps 
and the code running the optimizer. 

5.1 Importing Dataset 
The first phase is to import the libraries and the dataset 
we will be using throughout the entire process. 

Figure5. Importing Dataset 

The libraries we will be using are NumPy to 
manipulate arrays, pandas for reading the dataset file 
which we will be using, and finally the sklearn library 
[25]. Once the data is uploaded, a variable (X) will 
save the indices of the attributes which we will be 
using to populate the particles. The variable (y) is the 
attribute we will be predicting. In Figure. 5 above, the 
dataset to be imported is the Wisconsin breast cancer 
dataset. It can be downloaded from Kaggle and many 
other places it has been a benchmark for many 
researchers [18].  

The dataset is then split into test and training sets. The 
training set makes up 80% of the uploaded file, and the 
test set is the remaining 20%. This split ensures that 
most of the cases have been covered in the training set 
and the machine will not have to blindly guess an 
outcome it has not learned.  

5.2. Particles 

A binary particle swarm consists of a group of 
particles searching the solution space for the optimal 
solution to a given problem. In our case the optimal 
solution is an array with the least number of attributes 
with the highest prediction accuracy. Each particle in 
the swarm will be assigned to a random binary array, 
X_Subset. This array will hold information regarding 
which columns are being used in the training process 
and which columns are not. Each iteration of the 
program has multiple particles working simultaneously 
to find which particle will result in the highest 
accuracy. The array with the highest accuracy is saved 
as the local optimal solution.  
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Figure6. Particles Converging 

 
Figure 7. Particle training 

The variable Total features will always be set as the 
number of attributes present in the dataset and 
disregarding the target attribute.  

Figure.7 shows the processing done for each particle. 
The variable m is called a mask. The mask is 
responsible for converting each attribute into a binary 
array. Each iteration will train the subset against the 
training set then test it against the testing set. The 
scores variable will hold the accuracy of the model and 
enters it into the cost function. This process is done 
until the number of iterations has been met. 

5.3 Calculating scores for best model 
Once all the iterations have been exhausted, the global 
optimal solution is then trained again and tested for 
final evaluation. The code for the final test is shown in 
Figure.8. 

 
Figure8. Final Test 

As Figure.8 illustrates, the optimal found solution is 
saved in a variable called pos. By this point, this 
variable only holds the masked binary array. The final 
solution is then converted into an array of the column 
names that we can use with the position checker 
program.  

6. RESULTS 

6.1. Evaluation Metrics 
The performance of the proposed approach was 
evaluated using the classification accuracy, Recall, and 
F-1 Score [26]. 

Recall: Can be defined as the correctly identified 
actual positives or “How complete the results are”. It 
can be represented with the following Formula. 

	
	 	

                              (5) 

When we apply the recall equation on the “Winsconsin 
Breast Cancer” dataset, we get 45 true positives and 2 
false negatives. Simplifying the terminology, a true 
positive is when the machine correctly predicts a result 
in the test dataset. In other words, the machine has 
correctly identified 45 cases as patients with malignant 
breast cancer. A false negative is when the machine 
makes the wrong prediction that the result does not fall 
into the specified class, which in our example is a 
malignant tumor. Putting it all together the equation 
above is equivalent to: 

                                                                     (6)                                                                                                                          
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The result is then multiplied by 100 to obtain the actual 
percentage that corresponds to the algorithm’s overall 
recall. 

 
Figure9. Breast Cancer Evaluation 

As we can clearly see that the recall obtained by the 
algorithm is 96%. Doing the math results in 95.7 %, 
but the results are rounded to the closest integer. 

Precision: Is defined as the correct positive 
identifications or “How useful the results are”. It can 
be represented with the following Formula 

	
	 	

(7) 

The precision evaluation metric describes the 
percentage of the results that have been correctly 
classified. Based on Figure. 5 above, we can see that 
the count of true positives, or correctly identified 
positive classes, is 45. The count of false positives 
incorrectly identified positive classes is 3. Applying 
the same principal from equation 8 we end up with: 

 (8) 

Solving equation 9 and multiplying the output by 100, 
to obtain the percentage, yields 95.74% precision. The 
result is rounded to the closest integer. 

The results obtained and shown in Figure.8 were 
automatically generated by the Sickit Learn library 
also known as (SKLearn). The generated report in 
Figure.8 has 2 different rows for each evaluation 
metric. One is preceded by 0.0 and the other is 
preceded by 1.0. The 0 denotes false and the 1 denotes 
true. The true row will show the scores when using 
true positives and the false row shows the scores when 
using true negatives. For example, the precision 
column has a 97% when using true negatives and 96% 
when using true positives. The 97% can be obtained by 
replacing the true positive in the precision equation 
with true negatives.  

 (9) 

F-1 Score: Is a measure of accuracy. F-1 score 
considers precision and recall and can be defined with 
the following Formula: 

 

2 ∗ ∗           (10) 

The F-1 score, or F-measure is a harmonic mean 
between precision and recall.The above formula can be 
simplified to yield  

F1 =   (11) 

By substituting the variables TP, FP,FN, true positives, 
false positives, and false negatives respectively with 
the values we have in Figure.9 we end up with the 
following equation. 

F1 = ( )
( )

(12) 

The final result is 95.744%. The fact that the results 
are identical for each evaluation metric is purely 
coincidental for one of our test runs.  

 
Figure10.Test Run Sample 2 

6.2. Application of the Proposed Approach on 
Winsoncsin Breast Cancer Dataset and the Titanic 
Dataset 

To measure how well the proposed approach compares 
to the standard random forest classifier, we applied the 
proposed approach on the Winsconsin Breast Cancer 
Dataset. The Winsconsin Breast Cancer Dataset has 30 
features. Only 29 features were used in the test. The ID 
column was discarded. The 31st column was the 
diagnosis column and it only had 2 classes represented 
using a bit (0,1) denoting whether the patient has 
benign or malignant tumor.  

The Figure.11 shows the results gained by both, a 
standard Random Forest Classifier, and the Random 
Forest with BPSO Feature selection classifier. The 
Figure. below compares our results with another 
research conducted in 2017 to evaluate the accuracy of 
the Random Forest classifier on the Wisconsin breast 
cancer dataset. 



Thamer Al-Rousan, International Journal of Emerging Trends in Engineering Research, 10(2),  February 2022, 67 –  79 

76 
 

 
Figure7.Results of Comparison Breast Cancer 

The Figure. above shows an increase in all the metrics 
after applying the binary particle swarm optimization 
algorithm on the random forest classifier. The results 
concluded that the optimization algorithm has 
improved the Random Forest classification, even if it 
was only by a small margin, for this dataset. 

The other dataset we used to evaluate our work was the 
Titanic dataset provided by the UCI machine learning 
repository. The dataset consists of 8 attributes. We 
only used 7 of the 8 attributes as the passenger id does 
not play any role in determining whether the passenger 
has survived or not. The Figure. below describes the 
results obtained in previous research.18]. As we can see, 
there are many classification algorithms used in this 
research, but we will be focusing on the results 
obtained by the random forest classifier. 

Table1. Algorithms’ Results 

Algorithm Accuracy F-Measure Kaggle 
Voting (GB, ANN, 

KNN) 
0.86 0.82 0.794 

Gradient Boosting 0.869 0.815 0.789 
Calibrated (GB) 0.866 0.81 0.813 

Random Forest 0.848 0.781 0.789 

 
Figure8.Results Comparison, Titanic 

7. VALIDATION 

The main premise of this research is to reduce the number of 
“noise” attributes. To do so an optimization algorithm has 
been used to select a random set of attributes, pass it to the 
random forest classifier. After the initialization phase, 
depending on the cost function, the algorithm will keep on 
searching for the most appropriate attributes that describe the 
dataset. To keep track of the proposed algorithm and its 
results, we have used the “Play Golf” dataset. The dataset 
consists of 4 attributes, outlook, temperature, humidity, and 
windy. The goal is to determine whether a person will play 
golf given the weather conditions provided by the attributes. 

 

 
Figure9.Play Golf Dataset analysis 
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The Figure. above shows the attributes and the 
decision tree constructed. A typical decision tree is 
built by identifying the attribute with the highest 
information gain and used as a leaf node. In this 
example, the outlook attribute yields the highest 
information gain. By using the information gain 
formula, we can calculate the information gain for 
each split.  

Table 2. Splitting The Dataset on EachAttribute 

Outlook Temperature Humidity Windy 

0.247 0.029 0.152 0.048 

The table above shows the information we gain by 
splitting the dataset on each attribute. The highest 
information can be obtained when splitting the dataset 
on the outlook feature for the first iteration. The 
outlook attribute is chosen as the decision for the first 
iteration. Repeat the same process for each iteration, 
calculate the information gain, then split the dataset 
furthermore on the attribute with the highest 
information gain. In 100 iterations, the enhanced 
random forest classifier achieved higher accuracy 
when the outlook attribute was used in the selected 
attributes set. 

The data present in the play golf dataset is too small 
to work with. We will be demonstrating an entire test 
run and we will also be looking at the important pieces 
of code and the code we have used to validate our 
findings. 

 
Figure. 14. Particle Processing 

Figure. 14 shows the processing aspect for each 
particle. For each particle the data is trained then 
testing by using X_Subset and X_Subset_test. For 
each particle, the subset of features selected for 
training and testing is different. For example, in 
Figure. 11, one particle could be training a feature 

subset of only the “perimeter mean” and another 
particle could be training with another feature subset. 
In each iteration, each particle will test its subset and 
evaluate its accuracy with a cross validation of 10. 
Cross validation is a popular method for testing the 
accuracy of the model. What cross validation does is 
that it splits the testing set into 10 different sets and the 
goal is to measure how well the model performs in 
terms of accurate classification.  

This validation method was used to try to reduce over-
fitting as much as possible. As previously stated, over-
fitted models tend to do well on the testing dataset but 
fail to achieve good results on another dataset of the 
same shape and premise. This is considered a concern 
because we did not want to run into the same pitfalls of 
the traditional decision tree. The variable j is our cost 
function. As stated earlier, the aim of this research is to 
achieve the highest accuracy by only using the 
attributes that have the highest weight without 
exposing the model to over-fitting.The optimization’s 
final result is displayed in Figure. 15. 

 
Figure 15.Optimization Result 

The array is a binary representation of the attributes set 
that resulted in the highest accuracy and the least 
number of elements. A 0 denotes the absence of the 
attribute, and a 1 denotes the existence of the attribute. 
When multiple particles achieve the same accuracy 
with different number of attributes, the particle with 
the lowest number of attributes is selected. The 
resulting binary string also represents the locations of 
the attribute in reference to their positions in the 
original dataset file.  

We use a separate project file to test the resulting 
attributes set to verify that the selected attributes set 
yields the accuracy our optimizer has achieved. 

The input for the validation program is the binary 
string we obtained from the optimization process 
converted into its corresponding name in the original 
dataset as shown in the Figure. below. 

 
Figure 16. The input for the validation program 

The number of predictors shown at the bottom of the 
Figure. allows us to select which attributes will be used 
in the prediction process. By default, the input for the 
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predictors is columns [0] the number of present 
columns we obtained in the optimization process. 

The data mean variable only holds the attribute set we 
want to test and not all the attributes in the original 
dataset file.The data mean variable only holds the 
attribute set we want to test and not all the attributes in 
the original dataset file. 

8. CONCLUSION & FUTURE WORK 

Feature selection is a crucial part in creating good 
models for many reasons. One important reason is that 
it allows us to apply some form of cardinality 
reduction which results in reducing the number of 
attributes considered for building a model. Luckily, 
raw data almost always contains more information 
than we require to build a model. Naturally, dataset 
can include columns that provide little to no relevant 
information and analyzing these columns could be 
inefficient. There are many feature selection 
algorithms that are being used today such as filter 
methods, wrapper methods and others. This paper 
proposes a new approach to select features using the 
binary particle swarm optimization algorithm and 
apply the selected features with the random forest 
classifier to achieve the highest accuracy and the least 
number of features.  

We have implemented a tool that accepts dataset in a 
csv file format as a parameter and uses the binary 
swarm algorithm to find the features that yield the 
highest accuracy. This is achieved by assigning each 
particle a random combination of features and applies 
the random forest classifier on those features. The 
highest accuracy obtained a particle is saved and the 
algorithm proceeds with the next iteration. In each 
iteration, if an accuracy higher than the saved is 
achieved, it will be recorded as the new highest. This 
process continues until the number of iterations has 
been met and the highest accuracy’s features will be 
used for the final n-fold cross validation. 

In the future we would like to examine the impact of 
larger datasets on the performance of the BPSO 
algorithm. The random forest classifier is known to 
suffer from performance issues when used with huge 
datasets. Decreasing the time required to build the 
model and select the features will be our next goal 
especially in larger and more complex datasets. We 
also would like to find the effects of using distributed 
processing on the quality of the results. Google’s 
Hadoop will be our first choice, but we will expand 
our research to include more frameworks and see if 
other frameworks produce different results. Another 
goal we would like to achieve is to build our own 
distributed processing framework and compare it to the 
well-known frameworks and see where each 
framework outperforms the others and which 
framework is better suited for which tasks. 
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