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ABSTRACT 

 Data are expanding day by day, clustering plays a 
main role in handling the data and to discover 
knowledge from it. Most of the clustering approaches 
deal with the linear separable problems. To deal with 
the nonlinear separable problems, we introduce the 
concept of kernel function in fuzzy clustering. In 
Kernelized fuzzy clustering approach the kernel 
function defines the non- linear transformation that 
projects the data from the original space where the 
data are can be more separable. The proposed 
approach uses kernel methods to project data from the 
original space to a high dimensional feature space 
where data can be separable linearly. We performed 
the test on the real world datasets which shows that our 
proposed kernel based clustering method gives better 
accuracy as compared to the fuzzy clustering method. 

Key words: Fuzzy clustering, Fuzzy C-Means, Kernel 
methods  

1. INTRODUCTION 
Clustering is mostly used unsupervised technique in 
data mining [1]. It is a way of assigning similar data 
points into clusters based on some similarity measures. 
The main aim is to assign data point such as there 
should be high inter cluster distance and low intra 
cluster distance. Clustering is broadly divided into two 
parts, i.e., hierarchical and partitioning clustering. 
Hierarchical clustering finds the clusters by 
partitioning the data in either a top-down or bottom-up 
fashion in a recursive manner, whereas partitioning 
clustering creates partitions of data, by using any 
optimizing criteria [2]. Partitioning clustering is 
further divided into crisp and fuzzy clustering. In crisp 
clustering each data point in the sample space is 
assigned to only one cluster [3]. To overcome this 
limitation, the concept of fuzzy clustering is 
introduced. 
 
In Fuzzy clustering, a data sample can belong to one 
than one cluster with different degrees of membership 
and the membership is spread among all clusters. 

Fuzzy C-Means become the most widely used 
algorithms in fuzzy clustering, wherein each data point 
can have membership in more than one cluster [4]. 
Fuzzy C-Means minimizes an objective function 
subject to some constraints. In most cases Fuzzy C-
Means is based on dealing with linear relations among 
data samples. For handling non-linear data samples, 
the concept of kernel function is introduced [5]. 

2. LITERATURE REVIEW 
Many researchers have worked on the non-linear 
mapping of data samples. As we know that the 
efficiency of fuzzy C- Means algorithm is limited to 
spherical clusters. Huang [6] discussed this problem by 
mapping nonlinear data in appropriate feature space by 
applying kernel tricks that extend Fuzzy C-Means 
method with multiple learning, where data can be 
linearly mapped. Girolami [7] has explored the notion 
of data clustering in a kernel defined feature space. He 
also discussed about the choice of the kernel chosen in 
defining the nonlinear mapping and how to choose the 
parameter of the kernel. Tzortzis [8] introduces K-
Means groups, which minimizes the clustering error by 
finding the sum of the squared Euclidean distances 
between each dataset point and its cluster center. He 
discussed Kernel K-Means method that identifies 
nonlinearly separable cluster that minimizes the error 
in clustering approach in the feature space. 
 
In the research field, Image segmentation also plays 
important role in identifying patterns and image 
analysis. Reddy [9] discussed the kernel based FCM 
method that was used for the segmentation of low 
contrast images and medical images. Baili [10] 
proposed the Fuzzy C-Means with multiple kernels 
which allow the soft linear partitioning of the feature 
space. In his paper, he discussed to partition the data 
into appropriate clusters and assigns weight for each 
kernel in each cluster. Liu [11] in this paper developed 
a kernel based fuzzy attribute c-means clustering 
algorithm that finds the distance in the fuzzy attribute 
C- Means clustering algorithm with induced kernel 
distance.  
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Lui [12] in his paper introduce an attribute multi-
kernel weighted Fuzzy C- Means method for 
projection of data in feature space and extracting 
features so that efficiency can be improved. Nia [13] 
discussed about the limitation of segmentation method 
that gets fixed in local minima. Its behavior becomes 
random because of the outlier in the data. He proposed 
a meta-heuristic algorithm, differential evolution and 
RBF kernel based algorithm to segment image in noise 
data. 
The proposed kernel based Fuzzy C- Means algorithm 
deals with the limitation of not separating the data 
sample linearly by mapping data into a high 
dimensional feature space, where the patterns can be 
linear among data samples. Section 2 briefly discussed 
about the preliminaries needed to develop our 
algorithm. Our proposed method is described in detail 
in section 3. The experimental results are discussed 
and compared with other clustering methods in section 
4, followed by concluding remarks in section 5. 

3. PRELIMINARIES 
The mostly used clustering algorithm is Fuzzy C-
Means, where each data point belongs to a cluster with 
some degree of membership. Fuzzy C-Means were 
originally developed by Jim Bezdek in 1981 [14]. This 
technique takes a dataset xi={x1, x2,…,xN} as input and 
produces the membership matrix U, which denotes the 
possibility of belongingness of a data sample to the 
clusters.  
 
The objective function J can be minimized by:  

(ࢂ,ࢁ)	ࡶ = 	∑ ∑ ࢏ฮ࢞࢓࢐࢏࢛ − ࢜࢐ฮ
૛ࡺ

ୀ૚࢏
ࢉ
࢐ୀ૚ 																										 (1)                                                           

Where, each data sample xi is an object, N is the total 
number of training samples, c is the number of clusters 
and has a set of membership values uij associated with 
it, the set of cluster centers is represented by v = {v1, 
v2,…vc}. The fuzzy matrix U = (uij)cxN is the fuzzy 
memberships of each training sample xi to each cluster 
vj. The membership degree of all the samples on fuzzy 
partitions must be one. The value of fuzzification 
parameter m affects the result of clustering algorithms 
and also used to reduce sensitivity to noise in the 
clustering algorithm. The higher values lead to more 
clusters; all elements tend to belong to all clusters and 
lower values lead to hard clusters. Bezdek has proved 
that the value of fuzzification parameter should be set 
between 1.5 and 2.5 for better clustering results. 
 
The cluster membership matrix uij corresponding to 
data point xi to each cluster vj can be calculated as 
 

	u୧୨ = 	
ฮ୶౟ି୴ౠฮ

షభ
ౣషభ

∑ ‖୶౟ି୴ౡ‖
షభ
ౣషభౙ

ౡసభ

			 , ⩝ i, j	         (2)                                                                                    

 
Cluster Center can be computed as follows 
 

v୨′ = 	
∑ ൣ୳౟ౠ൧

ౣ
	୶౟౤

౟సభ

∑ ൣ୳౟ౠ൧
ౣ౤

౟సభ
,			⩝ j                       (3)                                                   

 
To minimize the objective function given in equation 
(1) the basic FCM algorithm is explained in Algorithm 
1. 
 
 
Algorithm 1: Fuzzy C-Means 
 
Input: X, V, c, m 
Output: U, V’ 
Step 1: Initialize cluster centers at random V= {v1, v2, 

..,vc} 
Step 2: Compute cluster membership by using 
equation (2) 
Step 3: Compute cluster centers by using equation (3) 
Step 4: If ฮV′ − Vฮ < 	ϵ   then stop, otherwise continue       

with step 2. 
 
The equation (2) and (3) are updated until the 
predefined convergence threshold is met and then the 
algorithm terminates. 
 
Fuzzy C-Means can handle linear relations; to 
overcome this limitation the concept of kernel method 
is introduced 	 [15]. The kernel method maps data 
space that is highly non linear to a high dimensional 
feature space, using a set of mathematical functions 
(ϕ:	X → F). 
 
The kernel space can be of any number of dimensions. 
The main aim of going to higher dimensions is that, 
while remaining in feature space where the data 
samples are highly non-linear and not linearly 
separable, it is possible to apply a linear classifier in 
that space. So, that data sample can be linearly 
separated. 
 
A main concept behind the kernel based algorithms is 
the kernel trick. A kernel trick mathematically applied 
to any algorithm which mainly depends on the dot 
product between two vectors. The main aim of the 
kernel trick is to convert the nonlinear problem to 
linear problem in the low dimensional input space 
[16]. 
 
A kernel is a function K that for all x, k from the 
original input space x satisfies 
 

K	(x, k) = 	 〈ϕ(x), ϕ	(k)〉          (4)                                      
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Where  ϕ(x), ϕ	(k) denotes the inner dot product and ϕ 
is a nonlinear map function from the input space x to a 
rather high dimensional feature space F. 
 

ϕ ∶ x → 	ϕ	(x)	ϵ	F                   (5)                                                                                                                         
 
With the consideration of the beneficial result of the 
kernel based method that is more robust to outliers and 
performs better on non-linearity of data. We will 
expand the equation (1) using the kernel in our 
proposed method. 

4. KERNEL BASED FUZZY CLUSTERING 
Consider some non-linear mapping function ϕ ∶ x →
	ϕ	(x)	ϵ	Fୢ  with d dimensions of the feature vector. 
The kernel function can be of many types Polynomial, 
radial basis function (RBF), etc.  
 
RBF kernel K(xଵ, xଶ) = 	exp	(ିଵ	

஢మ
ฮx୧ − v୨ฮ

ଶ
)		 is the 

most popular kernel function, where ߪ  is the kernel 
parameter. The proposed method uses the RBF kernel. 
 
Kernel based FCM (KFCM) function using the 
mapping ϕ can be generally defined as the constrained 
minimization of the objective as described below: 
 
J(U, V) = 	∑ ∑ u୧୨୫ฮϕ(x୧)− ϕ(v୨)ฮ

ଶ୒
୧ୀଵ

ୡ
୨ୀଵ             (6)                                                                                            

 
Where ฮϕ(x୧)− ϕ(v୨)ฮ

ଶ
 is the Euclidean distance 

between ϕ(x୧) and ϕ(v୨), and ϕ(x୧) and ϕ(v୨), are the 
kernel spaces of x୧ and v୨ , respectively. N is the total 
number of training samples and c is the number of 
clusters. ݑ௜௝  is the fuzzy membership on the each 
training sample xi to each cluster vj. 
 
ฮϕ(x୧)− ϕ(v୨)ฮ

ଶ

= 	൫ϕ(x୧)− ϕ(v୨)൯		୘	൫ϕ(x୧)− ϕ(v୨)൯ 
                                 =   
ϕ(x୧)୘		ϕ(x୧)− 	ϕ൫v୨൯

୘		
ϕ(x୧)− 	ϕ(x୧)୘		ϕ൫v୨൯+

	ϕ൫v୨൯
୘		

ϕ൫v୨൯ 
 
                              = 	K	(x୧ , x୧) + 	K൫v୨, v୨൯ −
	2	K൫x୧, v୨൯																																																																																		 
 (7) 
 
In the case of RBF kernel 
	K	(x୧, x୧) = 1	and		K൫v୨ , v୨൯ = 1 
 
So the equation (7) can be rewritten as 
 
J(U, V) = 	2∑ ∑ u୧୨୫	୒

୧ୀଵ
ୡ
୨ୀଵ ቀ1 − 	K൫x୧, v୨൯ቁ						       (8)                                                                                    

 
To minimize the objective function the membership 
matrix ݑ௜௝ and cluster center ݒ௝  need to be computed. 
 
The membership matrix can be calculated as 
 

u୧୨ =
ቀଵି	୏൫୶౟,୴ౠ൯ቁ

షభ
(ౣషభ)ൗ

	

∑ ቀଵି	୏൫୶౟ ,୴ౠ൯ቁ
షభ

(ౣషభ)ൗ
	ౙ

ౠసభ 	
                                 (9)                      

 
The cluster center can be computed as 
 

v୨ = 	
∑ ୳౟ౠ

ౣ 	୏൫୶౟,୴ౠ൯	୶౟	ొ
౟సభ
∑ ୳౟ౠ

ౣ	୏൫୶౟,୴ౠ൯	ొ
౟సభ

                                          (10)                        

 
The choice of kernel parameter is the most critical 
task. In our proposed work with the kernel parameter 
can be selected as below: 
 

σ = 	 ට
∑ ൫ୢ౟ି	ഥୢ൯ొ
౟సభ

మ

୒ିଵ
                                                (11)                              

 
Where, d୧	 = 	 ‖x୧ −	xത‖   and ݀̅  Is the average of all 
distances d୧	. 
 
To minimize the objective function given in equation 
(9) the proposed kernel based fuzzy clustering 
algorithm is explained in Algorithm 2. 
 
Algorithm 2: Kernel based Fuzzy Clustering 
Algorithm 
 
Input: X, V, c, m, σ 
Output: U, V’ 
Step 1: Randomly Initialize cluster centers V= {v1, v2, 

..,vc} 
Step 2: Compute cluster membership by using 
equation (9) 
Step 3: Compute cluster centers by using equation (10) 
Step 4: If ฮV′ − Vฮ < 	ϵ   then stop, otherwise continue  
            with step 2. 
 
The equation (9) and (10) are updated until the 
predefined convergence threshold is met and then the 
algorithm terminates. 

5. EXPERIMENTS AND RESULTS 
In this section, experimental studies of the proposed 
approach are conducted on five real world dataset. 
Firstly, c objects are chosen at random from datasets as 
initial clusters initialize the membership matrix U. We 
set fuzzification parameter m as 1.75 and convergence 
threshold as 10-3. In the experiments, we compare the 
performance of FCM and KFCM to show the 
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clustering results and robustness of KFCM over FCM 
on various datasets. 
 

5.1 Datasets  
 

All the datasets are taken from the UCI Machine 
learning Repository. The dataset which has different 
number of instances and attributes are chosen for 
comparison. 

1) Seed: The dataset consists of 210 instances, 
with each instance has 7 attributes. All data points 
were divided into 3 classes.  

2) Wine: The dataset consists of 178 instances, 
with each instance has 13 attributes. All data points 
were divided into 3 classes.  

3) Breast Cancer Wisconsin: The dataset consists 
of 699 instances, with each instance has 10 attributes. 
All data points were divided into 2 classes. The dataset 
contains 16 missing values. For our experimentation, 
we have ignored the instances which have missing 
values and considered 683 instances. 

4) Balance Scale: The dataset consists of 625 
instances, with each instance has 4 attributes. All data 
points were divided into 3 classes.  

5) Ecoli: The dataset consists of 336 instances, 
with each instance has 7 attributes. All data points 
were divided into 8 classes.  

 
Table 1 shows the different dataset name, number of 
instances in each dataset and the number of classes 
which each data point is divided. 
 

Table 1. Description of Datasets 
 

 
Datasets 

Parameters 
No. of 

Instances 
No. of 

Features 
No. of 
Classes 

Seed 210 7 3 

Wine 178 13 3 

Breast 
Cancer 

Wisconsin 

683 10 2 

Balance 
Scale 

625 4 3 

Ecoli 336 7 8 
 
 

5.2 Performance Parameters 
 
We evaluate the performance of the clustering method 
using four parameters described below: 
 
 

5.2.1 F-Measure  
 
Originally, the F-measure was proposed by Rijsbergen 
[17] in the terms of information retrieval. The F-
measure is often used as a standard balance between 
precision and recall for measuring goodness or 
accuracy of clustering methods. The value near to one 
of F-measure denotes the better clustering results. 
 
														Recall୧୨ = 	

୒౟ౠ
୒౟

                                       (12)                                           
 

					Precision୧୨ = 		
୒౟ౠ
୒ౠ
		                               (13)                         

 
F −Measure = 	

ଶ∗	ୖୣୡୟ୪୪౟ౠ	∗	୔୰ୣୡ୧ୱ୧୭୬౟ౠ 		
ୖୣୡୟ୪୪౟ౠ	ା	୔୰ୣୡ୧ୱ୧୭୬౟ౠ

     (14)                                                                                

 
Where N୨  is elements of class ݆	and N୧  is the number 
of elements of cluster ݅, N୧୨	is the numbers of elements 
of class ݅ in cluster ݆. 
 

5.2.2 Normalized Mutual Information (NMI) 
 
NMI is a good measure for determining the quality of 
clustering [18]. 
 

    NMI = 	
∑ ∑ ୬ౙ

౦ ୪୭୥ቆ
౤	.		౤ౙ

౦

౤ౙ	.౤౦
ቇౣ

౦సభ
ౡ
ౙసభ

ටቀ∑ ୬ౙ 	୪୭୥ቀ
౤ౙ
౤
ቁౡ

ౙసభ ቁ		ቆටቀ∑ ୬౦ 	୪୭୥ቀ
౤౦
౤
ቁౡ

ౙసభ ቁ	ቇ
   (15)                                                                                

 
Where, n is the total number of data points, nୡ and n୮ 
are the numbers of data points in the c୲୦  cluster and 
the p୲୦  class, respectively, and nୡ

୮  is the number of 
common data points in class	p and cluster c. 
 

5.2.3 Adjusted Rand Index (ARI) 
 

The Rand index measures the similarity between 
two data clustering. An extended form of the Rand 
index is the adjusted Rand index. The adjusted Rand 
index has the maximum value 1, and the value 0 is in 
the case of random clusters [19].  
 

						ARI = 		
∑ 	ቀ౤౟ౠ

మ
ቁ	ି	ቂ	∑ 	൫౤౟.మ ൯∑ 	ቀ౤.ౠ

మ
ቁౠ౟ ቃ/	൫౤మ൯౟,ౠ

భ
మ	ቂ∑ ൫౤౟.మ ൯	౟ 	ା	∑ ቀ౤.ౠ

మ
ቁౠ	 	ቃି	ቂ∑ 	൫౤౟.మ ൯	∑ 	ቀ౤.ౠ

మ
ቁౠ౟ ቃ/൫౤మ൯

  (16)                                                                                      

 
5.2.4 Objective Function 

 
The main aim of the clustering approach is to 
minimize the objective function. The proposed kernel 
based Fuzzy clustering approach is also evaluated on 
the basis of the objective function. 
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Table 2. F-Measure for FCM and KFCM on various 
Datasets 

 
Datasets FCM KFCM 

Seed 0.43517 0.60976 
 

Wine 0.34721 0.64912 
 

Breast Cancer 
Wisconsin 

0.47674 0.78793 

Balance Scale 0.21968 0.63089 
 

Ecoli 0.37596 0.68654 
 

 
Table 3. NMI for FCM and KFCM on various Datasets 

 
       Datasets FCM KFCM 

Seed       0.69483     0.70976 
Wine    0.46952  0.87422 

Breast Cancer 
Wisconsin 

   0.73001     0.89603 

Balance Scale   0.24539  0.79285 
Ecoli   0.55712    0.8274 

 
Table 4. ARI for FCM and KFCM on various Datasets 

 
       Datasets FCM KFCM 

Seed 0.3381    0.6234 
Wine  0.48052 0.92468 

Breast Cancer 
Wisconsin 

 0.95608 0.97281 

Balance Scale 0.3024 0.6752 
Ecoli  0.28571  0.71905 

 
Table 5. Objective Function for FCM and KFCM on 

various Datasets 
 

       Datasets FCM KFCM 

Seed  1182.73      838.9414 
Wine 2788.39  777.5576 

Breast Cancer 
Wisconsin 

30147.6  832.4609 

Balance Scale 1250.44  891.3369 
Ecoli 959.84  853.4041 

 
The above result shows that in all the datasets F-
Measure is increased in our proposed algorithm. 
Maximum improvement is shown in Balance Scale 
dataset. Nearly 10 % to 20% improvement is observed 

in F-Measure. The NMI measure also shows the 
improvement of our proposed algorithm. Maximum 
improvement is shown in Balance Scale dataset. Ecoli 
dataset shows the maximum improvement in ARI 
measure. Nearly 10 % to 20% improvement is 
observed in Ari Measure. The main aim of the fuzzy 
clustering approach is to minimize the objective 
function. The proposed algorithm shows maximum 
minimization of the objective function in Wine and 
Breast Cancer Wisconsin dataset. The above 
discussion shows that the proposed kernel based 
clustering algorithm is comparable efficient to the 
Fuzzy C-Means algorithm. 

6. CONCLUSION 
Clustering is most efficient technique used in the field 
of research. The main advantage of the research is to 
include the concept of kernel methods. In this paper a 
Kernel based Fuzzy clustering algorithm is proposed 
to handle the non-linear data which deals with the 
limitation of Fuzzy C-Means algorithm. It uses RBF 
kernel as the kernel function for fuzzy clustering. The 
effectiveness of the proposed method is compared with 
the Fuzzy C means, which shows that the proposed 
approach performs better clustering results. The 
proposed algorithm shows 10 % to 20% improvement 
in all the measures that we have discussed. The work 
can be extended in future to process big data. 
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