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ABSTRACT 

 

Pamijahan is one of the sub-districts located in Bogor regency, 

West Java. Pamijahan has a variety of tourist destinations, one 

of which is the Cigamea waterfall, Cikuluwung waterfall, and 

the Seribu watering problem when visiting tourists, one of 

them is the weather factor such as rainy weather where Bogor 

has a highland area so very big influence on the variation of 

rain there and visitors have difficulty in choosing tourist sites 

with sunny conditions, the solution to the problem above is to 

predict the weather during rainy weather in the tourist areas of 

Cigamea waterfall, Cikuluwung waterfall, and Seribu waterfall 

using the Autoreggressive Integrated Moving Average method 

as weather prediction process uses Time Series data with the 

help of the Internet of Things tool in data retrieval, the weather 

prediction testing process uses the Autoreggressive Integrated 

Moving Average method by calculating the value of MSE 

(Mean Square Error) and MAPE (Mean Absolute Presentage 

Error) as minimum as possible to see the level of accuracy of 

the weather prediction process at each designated tourist site. 

The results of this study indicate that weather forecasting in 

Cigamea, Cikuluwung and Seribu waterfalls shows the 

smallest MSE (Mean Square Error) value, the waterfall that 

has the smallest MSE value, the Seribu waterfall with the 

Mean Square Error value of the temperature sensor 0.06, Air 

Humidity 0.59, and Light Intensity 13.30, so that tourist 

attractions that can be used as tourist attractions for visitors are 

the Seribu Waterfall. 

Key words  : Pamijahan, Autoreggressive Integrated Moving 

Average, Internet of Things. 

1. INTRODUCTION 

 

The development in the world of tourism is very important 

to pay attention to, efforts in developing sustainable and 

environmentally friendly tourism, it is necessary to maintain 

the authenticity, beauty and uniqueness of tourist attractions as 

a form of offering to tourists for tourism [1]. Bogor City, 

which is about 60 km from Jakarta, is one of the cities in 

Indonesia buffer of West Java Province. Besides directly 

adjacent to the city of Jakarta as the capital city of Indonesia 

which is also the center of government, the City of Bogor is 

also directly adjacent to the cities of Depok, Tangerang and 

Bekasi strategic and easily accessible from various directions 

either via ordinary highways or freeway. The city of Bogor is 

famous as a rainy city with its cool air relatively cool and rich 

in various natural, artificial and cultural tourist attractions, so 

that it attracts a lot of attention from domestic tourists as well 

as tourists foreign countries [2]. Pami jahan is a sub-district 

located in Bogor Regency, West Java, the Pamijahan 

sub-district has several villages including Pasarean Village, 

Pamijahan, Mount Bunder 1, Mount Bunder 2, Ciasihan, 

Cibitung, and Gunung Sari. Pamijahan is an area with many 

tourist attractions, one of which is Curug Cigamea, Curug 

Cikuluwung, and Curug Seribu. 

The factor that influences the intention of tourists to visit is 

the rainy weather factor where the impact of rainy weather is 

the decrease in the interest of tourists to visit along with 

weather conditions. This condition can affect the comfort of 

tourists to enjoy the natural resources of the tourist area and 

the difficulty of finding tourist attractions with favorable 

weather conditions [3]. 

Based on the problems above, a weather forecasting system 

will be developed to recommend Cigamea waterfalls, 

Cikuluwung waterfalls, and a thousand waterfalls in the 

Pamijahan area based on the Internet of Things using several 

sensors including temperature sensors, light intensity, and 

humidity, from each Each of these sensors will be used in 

sampling data for 10 days from October 7, 2019 to October 17, 

2019, from the data that has been obtained it will produce 

weather forecasts for the next 10 days until October 27 2019 

[4]. The prediction results will be used as weather forecast 

solutions and provide weather recommendations for tourist 
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attractions that have sunny weather in tourist attractions that 

are useful in the Pamijahan area. as a reference for tourists in 

visiting and choosing tourist attractions that are in accordance 

with the wishes of visitors [5]. 

The method used in forecasting the weather is the 

Autoreggressive Integrated Moving Average method, the 

Autoreggressive Integrated Moving Average method 

functions for weather forecasting based on data collection for 

9 days and 3 days for data collection from each waterfall via 

the Internet of Things tool media and as an output to display 

tourist attractions that have good weather according to the 

wishes of visitors [6]. 

 

2.  METHODOLOGY 

 

The research methodology used in this study consisted of 

five stages. The initial stage begins with data acquisition as 

data retrieval and collection. The second stage is the stage of 

the process of making data prediction models and weather 

forecasting from the data that has been collected [7]. The third 

stage is the stage of the weather prediction process from the 

data obtained. The fourth stage is the stage of the weighting 

process for weather factors through interview media. The fifth 

stage is testing to find out the smallest MSE and MAPE results 

from the Autoreggressive Integrated Moving Average method 

as a recommendation for tourist attractions in the Pamijahan 

area based on weather conditions [8]. The methodology of this 

research can be seen in Figure 1 below: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Research Methodology. 

2.1 Data Acquisition 

The data acquisition system of this research is to retrieve 

data through a media device called the Internet of Things using 

temperature sensors, air humidity sensors, wind speed, and 

light intensity. working process of the Internet of Things tool 

to get weather data in real time through sensors that have been 

installed on the Internet of Things tool after getting data in real 

time through the Internet of Things then the data will pass 

through the Rasberry pi as a Gateway to receive data from 

several sensors that have been installed will then enter the 

Cloud Server as a place to store data that has been previously 

retrieved through the Internet of Things tool [9]. The data that 

has been obtained will be displayed through the website that 

has been created. 

 

2.2 Prediction Model Making Analysis 

At this stage, it is a process for predicting the weather using 

the Time Series method with the Autoreggressive Integrated 

Moving Average model [10], in the stage of making the 

prediction model the author uses several data including 

temperature data, light intensity data, and wind speed data that 

have been obtained on Monday, October 7, 2019 as a 

simulation of the weather prediction process and will be 

predicted in the next 10 days according to the amount of data. 

 The first step in predicting the weather is to create a model 

for the next prediction using Microsoft Excel Software, then 

determine the Beta 1 and Beta 2 values that contain the 

Coefficient Estimate value that have been obtained previously 

through the Minitab Software [11]. 

The Coefficient Estimation Value that has been 

obtained will be used to calculate the Autoreggressive value  

of each data. Then calculate the First Iteration to the 10th 

Iteration according to the amount of data obtained to get the 

Autoreggressive, Moving Average, MSE, and MAPE values 

on each data [12]. Data on temperature, light intensity, and 

humidity can be seen in table 1 below: 

 
Table 1: Data temperature, light intensity, and humidity. 

 

2.3 Predictive Data Analysis 

At this data prediction analysis stage, a calculation process 

will be carried out to determine the value of Forecasting for the 

next 10 days according to the amount of data obtained 

previously, the data prediction stage uses the 11th iteration to 

the 20th iteration of Forecasting for the next 10 days [13]. The 

analysis values of the predicted temperature data can be seen 

in the following table 2 below: 

No. TempoC Light Intensity Cd Humidity Rh 

1 30 907 90 

2 30 911 90 

3 29 916 90 

4 29 909 88 

5 29 1024 89 

6 28 871 89 

7 29 940 89 

8 30 944 90 

9 30 939 89 

10 30 923 89 

Data Acquisition 

Prediction Model Making 

Analysis 

Predictive Data Analysis 

Weighted Prediction 

Results 

Testing 
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Table 2: Value of Temperature prediction data analysis. 
 

No. Temp oC AR(1) MA(1) MSE MAPE 

1 30 30 0.00 0 0.0 

2 30 29.70 0.30 0.09 0.9 

3 29 29.72 0.72 0.52 5.2 

4 29 28.75 0.25 0.06 0.6 

5 29 28.72 0.28 0.08 0.8 

6 28 28.73 0.73 0.53 5.3 

7 29 27.76 1.24 1.53 15.3 

8 30 28.78 1.22 1.48 14.8 

9 30 29.77 0.23 0.05 0.5 

10 30 29.71 0.29 0.08 0.8 

 

2.4 Weighted Prediction Results 

In the process of weighting the prediction results, interviews 

will be conducted with visitors at three tourist attractions 

including Curug Cigamea, Curug Cikuluwung, and Curug 

Seribu. Temperature, humidity and light intensity. The 

summation of the results of each tourist attraction will be 

compared with the sum results of each tourist attraction with a 

small summation value as a recommendation for tourist 

attractions for visitors [14]. The table of weighting results on 

each waterfall can be seen in the following tables 3, 4, and 5 

below: 

 
Table 3: Weighting of curug cikuluwung. 

 

Curug Cikuluwung 

  Weight Value Y 

Temp 5 28.58 142.9 

Light Intensity 4 365.74 1462.96 

Humidity 3 105.25 315.75 

Results 1922 

 
Table 4: Weighting of curug cigamea. 

 
Curug Cigamea 

  Weight Value Y 

Temp 5 26.34 131.7 

Light Intensity 4 432.12 1728.48 

Humidity 3 100.45 301.35 

Results 2161.53 

 
Table 5: Weighting of curug seribu. 

 

Curug Seribu 

  Weight Value Y 

Temp 5 26.39 131.95 

Light Intensity 4 374.11 1496.44 

Humidity 3 80.53 241.59 

Results 1869.98 

 

An explanation of the weighting table above is the weight 

on each data different for temperature has a weight of 5, light 

intensity has a weight of 4, and humidity has a weight of 3, 

then the results of the predictions on each data will be 

multiplied by the weight of each data that has been determined 

previously to determine the value of Y on tourist attractions, 

the last stage calculate the overall value of the Y value in each 

data then the results that have been obtained then choose 

which result has the smallest value of the three waterfall, the 

result of the weighted prediction is a thousand waterfalls 

because it has the smallest value of the 3 waterfalls overall. 

 

2.5. Testing 

Calculates the MSE (Mean Square Error) value and the 

MAPE (Mean Absolute Presentage Error) value from the 

9-day sample data of each tourist spot to see the magnitude of 

the accuracy of the forecasts generated from each tourist spot 

studied so that the error value obtained is minimized [15]. 

maybe, the calculation of MSE and MAPE values is carried 

out on each data that has calculated the Autoreggressive and 

Moving Average values then from each MSE and MAPE value 

in each data it will be averaged so as to produce MSE and 

MAPE values with a small percentage. 

 

3. RESULTS AND DISCUSSION 

 

After analyzing and simulating the design contained in the 

previous chapter, the results and discussion of the system 

being built are obtained. This is based on the Autoreggressive 

Integrated Moving Average method used in this study. 

  

3.1 Sensor Circuit 

The series of sensors used in the Internet of Things consist 

of several sensors for data retrieval including temperature, air 

humidity, light intensity.  The DHT11 sensor ( Air temperature 

and humidity) is used to retrieve data from two parameters 

namely air temperature and humidity. The results obtained 

from the DHT11 sensor have output and are processed by 

Arduino and ESP8266.  Proses works DHT11 where the 

DHT11 sensor will take data to be channeled to Arduino and 

for ESP8266 as an intermediary medium to channel data to 

raspberry Pi which is a place to store data to be used online or 

offline. The ESP8266 has interconnected pins including + 5 

volts to + DHT11 sensor, Ground (GND) to – (minus) sensor 

and digital (D1) which is connected to the output with a 

voltage of 10000 ohms, while SCl, to SCL, SDA to SDA, VCC 

to + 5 volts as a link for display on the screen. 

The Light Dependent Resistor sensor is used to retrieve 

data about sunlight where the resistance value on the resistor is 

affected by light. The value of the data will rise and fall as the 

exposure to light hits the sensor. Data results that have been 

obtained through the light intensity sensor then the data will be 

processed through Arduino and ESP8266 to produce output. 

The working p roses of the sensor The light intensity of the 

data that has been obtained is then channeled to Arduino and 

ESP8266 as a data distribution medium to the Raspberry Pi as 

a place to store data, so that the data that has been entered can 

be accessed online or offline. The pin circuit on the sensor 

connected to the ESP8266 includes Analog0 (A0) to Analog0 

(A0) which functions as a signal taker, VCC enters + 5 volts, 

and Ground (GND) to Ground (GND) functions as voltage, 

while for the appearance on the LCD screen the pin circuit 

includes SCL to SCL, SDA to SDA, VCC to + 5 volts and 

Ground (GND) to 44 Ground (GND). 
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3.2 Data Transfer Process 

The data transmission system on the Internet of Things 

consists of sensors, gateways, and servers. Each sensor 

consists of a microcontroller connected to the sensor. Then the 

sensor module will send sensor data to the IoT gateway every 

15 seconds via wireless communication media (WiFi) which 

will be stored by the IoT gateway into RabbitMQ. Data on 

RabbitMQ will be logged into DBMysql. 

 

 
Figure 2: Data Architecture of the Intenet of Things. 

 

 At the data access stage, it is a way of accessing data using 

an API to retrieve data that has been previously obtained 

through sensors, accessing data consisting of Raspberry Pi to 

the Cloud Server and Cloud Server to the Website for data 

processing. Sending data from the Raspberry Pi to the Cloud 

Server uses an internet connection to distribute the data. 

 Raspberry Pi is also a data storage place that can be 

accessed online and offline. The use of this data access is in 

order to facilitate data retrieval to be managed on the Website 

system. Accessing data from the cloud server to the website is 

as data retrieval for each sensor that has been stored on the 

cloud server to be called to the website. There are several APIs 

for each data such as data on temperature, air humidity, light 

intensity, and soil humidity. Each API above contains a record 

of each sensor and has been stored on the cloud server for data 

processing on the website. 

 

3.3 Forcasting Process 

In this data prediction analysis stage, a calculation process 

will be carried out to determine the Forecasting value for the 

next 10 days according to the amount of data obtained 

previously, the data prediction stage uses the 11th iteration to 

the 20th iteration of Forecasting for the next 10 days, the first 

step in the data prediction stage is to calculate data for the 11th 

data to the 20th data. 

 

 

Table 6: Prediction Model Values. 

No. Temp oC AR(1) MA(1) MSE MAPE 

1 30 30 0.00 0 0.0 

2 30 29.70 0.30 0.09 0.9 

3 29 29.72 0.72 0.52 5.2 

4 29 28.75 0.25 0.06 0.6 

5 29 28.72 0.28 0.08 0.8 

6 28 28.73 0.73 0.53 5.3 

7 29 27.76 1.24 1.53 15.3 

8 30 28.78 1.22 1.48 14.8 

9 30 29.77 0.23 0.05 0.5 

10 30 29.71 0.29 0.08 0.8 

11 29.40 29.72 0.32 0.10 1.0 

12 29.40 29.13 0.27 0.08 0.8 

13 29.35 29.12 0.22 0.05 0.5 

14 29.29 29.07 0.22 0.05 0.5 

15 29.31 29.01 0.31 0.09 0.9 

16 29.34 29.04 0.30 0.09 0.9 

17 29.37 29.07 0.31 0.09 0.9 

18 29.50 29.10 0.40 0.16 1.6 

19 29.54 29.23 0.32 0.10 1.0 

20 29.50 29.26 0.23 0.06 0.6 

Average 29.17 

 

0.26 2.6 

Temp Prediction 29.44 

    

The results of the calculation above obtained the predicted 

results, namely 29.44, an average of 29.17.  The results of the 

forecasting calculation are then used as a graph where the 

forecasting chart for temperature data  has a fairly regular 

pattern 

 

 
Figure 3: Forecasting Results Graph of temperature data. 

 

The results of the next prediction value in the 

Implementation of aforecasting interface menu display to see 

the prediction results obtained by displaying the results of the 

graph from the results of the prediction processing of each 

data.  In the Forecasting menu display has several views 

including the menu of each waterfall including a table of data 

graphs obtained and a table of prediction data graphs, the 

Forecasting menu also displays the value of the average of the 

data and the Mean Square Error (MSE) value from the results 

of the prediction data. 
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Figure 4: Forecasting view. 

3.4. Weighting Test 

Weighting testing is the predicted value will be multiplied 

by the weight on each sensor then the multiplication results are 

added up, after that the system will read the results of what 

waterfall calculation has the smallest value which will later be 

used as a recommendation for tourists in visiting tourist 

attractions. 
 

3.5. Mean Square Error Test 

 The results of the Mean Square Error (MSE) test are 

carried out to find out how big the error value is in the 

Forecasting stage, based on the results of Forecasting data on 

temperature, air humidity, and light intensity in each waterfall, 

the MSE value of each waterfall can be seen as follows: 

 

Table 7: Weighting of Curug Cikuluwung. 

No Data Mean Square Error (MSE) 

1. Temperature 0.07 

2. Humidity 0.59 

3. Light Intensity 1.71 

 
Table 8: Weighting of Curug Cigamea. 

No. Data Mean Square Error (MSE) 

1. Temperature 0.06 

2. Humidity 0.59 

3. Light Intensity 21.13 

 

Table 9: Weighting of Curug Seribu. 

No. Data Mean Square Error (MSE) 

1. Temperature 0.06 

2. Humidity 0.59 

3. Light Intensity 13.30 

 

3.6. System Testing 

 The testing process of calculating the Error or error 

value is used to find out the error value from the calculation of 

the prediction carried out, based on the error value in each 

predicted data including temperature, air humidity, and light 

intensity, then the RESULTS of MSE errors from each tourist 

attraction are obtained, and weighting to find out which 

waterfall tourist attractions can be used as recommendations 

for tourists to visit based on weather conditions. 
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