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ABSTRACT 

 

 The traditional driving system has several disadvantages 

such as human error, driver fatigue and the inability to handle 

complex situations. These limitations make traditional driving 

unsafe and unreliable, leading to accidents and traffic 

congestion. The necessity for Autonomous Driving of a Rover 

based on Traffic Signals & Signs is to address these issues by 

automating the driving process and making it safer and more 

efficient. 

 

 A dataset with traffic signs will be used to train a 

deep-learning model for classifying signs. A transfer learning 

technique will be used to deploy the trained model on the 

rover, considering hardware limitations. A camera on the rover 

captures images and sends them to the model for classification, 

enabling autonomous navigation based on traffic signs. 

 

 The required software for the project includes Anaconda, a 

popular data science platform, and MaixPy, which is a version 

of MicroPython specifically designed for the Kendryte K210 

chipset. The hardware required for the system includes the 

Zumo Shield for Arduino, which serves as the interface 

between the rover and the computer vision software, the 

Maixduino board, which is used to process the image data, and 

batteries to power the system. The system is designed to detect 

traffic signs and signals in real-time and respond accordingly, 

enabling the rover to navigate through traffic safely and 

efficiently. 

 

Key Words: Autonomous driving, Transfer Learning, 

MobileNet, Kendryte K210 hardware. 
 

1. INTRODUCTION 

 

 Intelligent Transportation Systems rely on traffic symbol 

recognition to automatically detect and interpret traffic signals 

& Signs [1][2]. It is essential to create effective and 

lightweight models capable of reliable traffic sign 

classification given the increasing use of embedded and 

mobile devices [3]. This paper presents a novel approach to 

traffic sign classification using the MobileNet architecture, a  

lightweight Convolutional Neural Network (CNN) model, and 

the conversion of the trained model to a K210-compatible 

format for deployment on embedded devices [1]. 

 

    Deep Learning has transformed computer vision tasks like 

image classification, object detection, and semantic 

segmentation in recent years. Particularly CNNs have become 

effective models for visual recognition tasks. Deep Learning 

models, however, have high computational and memory 

requirements, making their deployment on devices with 

limited resources difficult. This problem has led to the rise in 

popularity of MobileNet, an architecture created specifically 

for embedded and mobile applications. Its compact design and 

efficient operations make it an ideal choice for traffic sign 

classification on devices with limited resources. 

 

 The method uses the base MobileNet model as a foundation 

for recognizing traffic signals & signs as it has already been 

trained on a sizable dataset. To make the base model more 

suitable for the classification task, additional layers are added. 

These additional layers improve the model's capacity to 

recognize and learn the distinctive patterns and features found 

in traffic signs. The lower layers are frozen during training to 

prevent interference with the base model's well-learned 

features, allowing the newly added layers to receive most of 

the attention. 

 

 The training process involves preparing a dataset of traffic 

sign images, which are augmented and pre-processed using 

techniques such as resizing and normalization. The model's 

performance is improved by using an Adam optimizer, which 

minimizes the categorical cross-entropy loss and increases 

classification precision. The augmented dataset is used to train 

the model, which gradually learns to categorize traffic signs 

into groups like "go," "go-slow," and "stop." 

 

 To evaluate the trained model's performance, a set of test 

images is used for inference. Each test image is pre-processed 

and passed through the trained model, which predicts the 
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corresponding traffic sign class. The accuracy of the 

predictions is measured and compared against ground truth 

labels, providing insights into the model's effectiveness in 

real-world scenarios.  

 

    To enable the deployment of the trained model on 

embedded devices, a conversion process is employed. The 

TFLite model format, optimized for mobile and embedded 

platforms, is utilized as an intermediate step. The trained 

model is converted to a K210-compatible format using the 

NNCase converter, ensuring compatibility with the K210 chip 

commonly found in embedded devices. This conversion 

process allows the model to be effectively deployed on 

resource-constrained devices for real-time traffic sign 

classification applications. 

 

1.1 Purpose of Study 

 

 This research aims to tackle the complex issues that 

autonomous driving presents for rovers, with a particular 

emphasis on creating a smart system for recognizing traffic 

signs. The goal of this research is to develop novel approaches 

that, by interpreting and reacting to Traffic Signals & Signs 

similarly to human drivers, will allow autonomous rovers to 

navigate safely and effectively.  

 

    The project aims to develop a comprehensive framework 

for autonomous rover navigation based on traffic sign 

understanding by utilizing state-of-the-art technologies such as 

computer vision, machine learning, and robotics. 

  

1.2 Review of Literature 

 

 A foundational work done stands as a landmark in shaping 

the trajectory of this field. Their pioneering efforts introduced 

the application of Convolutional Neural Networks (CNNs) to 

the challenge of traffic sign recognition. At the heart of their 

innovation lay the inherent adaptability of CNNs to distil 

intricate features from images, enabling the discernment of 

traffic signs across a gamut of visual fluctuations. Their model 

manifested impressive proficiency in sign classification, 

underscoring the potential of deep learning techniques in 

achieving real-world functional efficacy [1]. 

 

 In the domain of real-time recognition, research tackled one 

of the critical aspect—ensuring prompt decision-making in 

dynamic traffic scenarios. Their research harnessed the fusion 

of CNNs with region proposal networks, a strategic 

amalgamation geared towards efficient object detection [2]. 

By embracing this fusion, their work sought to address the 

imperative of low-latency recognition, a pivotal factor in 

enabling rovers to make instantaneous and contextually 

informed decisions amid rapidly changing environments. 

 

 As the field matured, researchers embarked on the 

exploration of adaptability in traffic sign recognition systems. 

It proffered an adaptive approach wherein recognition 

seamlessly dovetailed with behavioural adjustments in the 

rover's navigation. This paradigmatic shift underscored the 

symbiotic relationship between perception and response, 

culminating in an integrated framework that resonates with the 

dynamic essence of rover navigation [3]. Their work marked a 

stride forward in bridging the chasm between sensory 

understanding and purposeful action. 

 

  However, the journey to bestow rovers with the cognitive 

capacity to comprehend and react to traffic signs unfolds along 

a nuanced trajectory. It dealt with the task of encapsulating the 

diverse methodologies within a comprehensive survey. Their 

work elucidated the panorama of approaches, ranging from 

classical paradigms of computer vision to the modern 

landscape dominated by deep learning. This holistic review 

accentuated enduring challenges, including the complexities 

arising from fluctuating lighting conditions and the 

complexities posed by occlusions [4]. 

 

 Venturing beyond the conventional ambit, expanding the 

scope to encompass unstructured and intricate environments. 

Their study encapsulated the integration of CNN-based 

recognition with semantic mapping, culminating in a 

comprehensive framework that empowered rovers not only to 

recognize traffic signs but also to contextualize their 

significance within the broader geographical and navigational 

terrain [5]. 

 

 Another research perpetuated the narrative with an 

expansive survey that traversed the evolutionary trajectory of 

traffic sign detection and recognition. Encompassing a 

spectrum of methods, datasets, and challenges, their work 

served as a compass navigating the evolving landscape [6]. 

The emphasis on real-time performance and adaptability 

resonated with the ongoing pursuit of striking equilibrium 

between operational efficiency and functional efficacy. 

 

 Furthermore, a journey into the realm of advanced cognitive 

faculties, ushering in deep reinforcement learning as a pivotal 

element. Their pioneering exploration showcased how rovers 

could harness this framework to engender optimal 

decision-making capabilities [6]. This introduction cast a 

spotlight on the potential fusion of autonomous navigation, 

recognition, and cognitive deliberation in an unprecedented 

confluence.  

 

 In summation, the literature survey converges upon a central 

narrative: the evolution of traffic sign recognition within the 

realm of rover autonomy. This narrative navigates through the 

assimilation of CNNs, navigates through real-time challenges, 

traverses adaptive paradigms, and delves into uncharted 

territories, ultimately culminating in the vision of rovers as 
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sentient entities adept at deciphering and responding to 

recognized traffic signs in a manner reminiscent of human 

drivers. 

 

2. METHODOLOGY 

 

Dataset Preparation 

 

 Creating a robust traffic sign recognition system for an 

autonomous rover hinges on careful dataset preparation. This 

involves acquiring diverse and representative traffic sign 

images, mirroring real-world scenarios from urban streets to 

rural roads, and considering varied lighting conditions and 

environmental challenges [4]. 

 

  Curating the dataset involves selecting, filtering, and 

organizing images based on traffic sign types, ensuring 

manageability and effective learning. Augmentation 

techniques, like rotation and brightness adjustments, diversify 

the dataset for the model to adapt to dynamic conditions [1]. 

Balancing class distribution prevents biases, while 

standardization processes like resizing and normalization 

contribute to model stability. Ethical considerations, such as 

privacy concerns, guide the exclusion of identifiable 

information.  

 

Convolutional Neural Networks (CNNs) 

 

 Convolutional Neural Networks (CNNs) are a type of deep 

learning neural network that are well-suited for image 

classification tasks[1]. CNNs work by extracting features from 

images using a series of convolutional layers. Each 

convolutional layer consists of a number of filters, which are 

applied to the image to detect specific features [6].The output 

of each convolutional layer is a feature map, which contains 

the activations of the filters for that layer [7]. 

 

    The project uses a CNN to classify traffic signs. The CNN is 

based on the MobileNet architecture, MobileNet is a type of 

CNN architecture designed for efficient mobile and embedded 

vision applications. It's known for its lightweight structure [4]. 

On top of the MobileNet base, additional dense layers are 

added. These dense layers help the model learn more complex 

features and patterns from the features extracted by the 

convolutional layers [5].  

 

    The ImageDataGenerator is used for data augmentation 

during training. It preprocesses input images, including 

scaling and other transformations, before they are fed into the 

CNN. The model is compiled with the Adam optimizer, 

categorical cross-entropy loss, and accuracy as the evaluation 

metric. It is then trained on the generated batches of 

augmented images. After training, the model is used to make 

predictions on test images. The images are loaded and 

pre-processed before passing them through the trained CNN 

The trained Keras model is converted to TensorFlow Lite 

format (tflite) for deployment on resource-constrained 

devices. This step is essential for compatibility with the K210 

platform.  

 

    Finally, the TensorFlow Lite model is further converted to a 

format suitable for the K210 platform using a converter tool 

(ncc). This allows the model to be deployed on hardware with 

specific constraints, such as the K210 processor. 

Transfer Learning 

 

 Transfer learning is a widely embraced technique in deep 

learning, particularly beneficial in traffic sign classification 

[1]. This approach involves leveraging a pre-trained CNN 

model, such as MobileNet, initially trained on a diverse dataset 

like ImageNet for general image recognition tasks [5]. By 

utilizing the learned features of this pre-trained model, 

significant savings in time and data are achieved when training 

a new traffic sign classifier. By using a pre-trained MobileNet 

model as the base model. Pre-trained models are trained on 

large datasets (like ImageNet) for generic tasks like object 

recognition. MobileNet, in particular, is known for its 

efficiency and suitability for mobile and embedded 

applications. On top of the pre-trained MobileNet base, 

custom dense layers are added to enable the model to learn 

task-specific features. The global average pooling layer 

reduces the spatial dimensions, and dense layers allow the 

model to learn patterns relevant to traffic sign classification. 

To retain the knowledge gained from the pre-trained model 

and prevent it from being modified during training, some 

layers of the base model are set to be non-trainable. 

 

    In our project, the first 86 layers of the model are frozen, 

and only the layers added on top are trained on the traffic sign 

dataset. The model is then trained on a dataset of traffic sign 

images using the transfer learning approach. The training 

process fine-tunes the model's parameters to adapt to the 

specific characteristics of traffic sign classification. The 

optimizer, loss function, and metrics are chosen for the 

specific task. 

 

3.HARDWARE USED 

 

 The traffic sign recognition system's hardware setup 

includes the Zumo Shield for Arduino, Maixduino with 

Kendryte K210 SoC, batteries, a high-resolution camera, and a 

liquid crystal display (LCD) display. The Zumo Shield enables 

smooth rover control, and the Maixduino, powered by the 

K210 chip, specializes in edge AI. Batteries provide power, 

and the camera captures real-time images for the traffic sign 

recognition system. The LCD display connected to Maixduino 

shows live images and classified outputs.  

 

    The Software Stack involves Anaconda and MaixPy for 

Python programming. Together, these components create a 

holistic hardware setup where the Zumo Shield controls rover 
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movement, Maixduino handles image acquisition and 

recognition, and decision-making algorithms influence 

real-time navigation based on recognized traffic signs. This 

configuration enables informed and autonomous rover 

navigation using the lightweight MobileNet model. 

 

4.SOFTWARE USED 

 

 TensorFlow is a popular open-source machine learning 

framework, and Keras is a high-level neural networks API that 

runs on top of TensorFlow. In our project, both TensorFlow 

and Keras are used for building, training, and saving the neural 

network model. The MobileNet model is implemented using 

the Keras library. The model is initialized with specific 

parameters such as input shape, alpha, depth multiplier, 

dropout, etc. The ImageDataGenerator from Keras is used 

for data augmentation and preprocessing of images during 

training. The tf.keras.preprocessing.image module is used to 

load and prepare images for inference. The model is compiled 

with the Adam optimizer and categorical cross-entropy loss. 

The fit_generator function is used for training the model. The 

trained model is saved to a file using the save method, and it is 

loaded using the load_model function from TensorFlow. The 

trained Keras model is converted to TensorFlow Lite format 

(tflite) using the TFLiteConverter from TensorFlow. The 

TensorFlow Lite model is further converted to a format 

suitable for the K210 platform using a converter tool (ncc). 

The conversion process involves running an external 

executable. 

 

5. RESULTS 

 

 To assess the effectiveness and efficiency of the rover in the 

real world, various evaluation metrics have been employed to 

analyze the rover’s detection accuracy and generalization 

capabilities. The metrics include Accuracy, Precision, Recall 

(Sensitivity), and F1-score, which collectively supplied a 

robust assessment of the model's classification accuracy and 

ability to identify traffic signs accurately. The Confusion 

Matrix is a matrix that summarizes the performance of a 

machine learning model on a set of test data. It is often used to 

measure the performance of classification models, which aim 

to predict a categorical label for each input instance. The 

matrix displays the number of True Positives (TP), True 

Negatives (TN), False Positives (FP), and False Negatives 

(FN) produced by the model on the test data.  

 

    Table 1 encapsulates the performance metrics of the 

developed traffic sign recognition model. With an accuracy of 

96.7%, the model demonstrates its proficiency in precise 

traffic sign classification. Notably, precision achieves 97.2%, 

emphasizing the model's ability to minimize false positives. A 

recall metric of 96.2% indicates the model's robust capability 

to identify the majority of actual positive cases. The F1 score, 

harmonizing precision and recall, stands at 96.7%, showcasing 

a balanced performance. The low loss value of 0.32 highlights 

the model's efficiency in minimizing errors during training. A 

high AUC value of 0.99 signifies excellent discriminatory 

power. Additionally, the model exhibits real-time processing 

with a speed of 0.2, affirming its suitability for autonomous 

rover navigation scenarios. Throughout the paper, Table 1 

serves as a vital reference for understanding the model's 

strengths in traffic sign recognition tasks. 

 

Table 1: Performance Metrics Of The Developed Model 

Metric Value 

Accuracy 96.7% 

Precision 97.2% 

Recall 96.2% 

F1 score 96.7% 

Loss 0.32 

Area Under Curve (AUC) 0.99 

Speed 0.2 

 

Accuracy of Traffic Signal & Sign Recognition 

 

 As Figure 1 shows that we trained the normalized grayscale 

images for 500 epochs and achieved 100% accuracy with a 

loss of 1.6076e-04. However, the data used is not generic and 

has a lot of scope for inclusivity. Thus, a few methods have 

been proposed to improve the accuracy in the case of a more 

generic dataset.  

 
Figure 1: Training the model with 500 epochs 

 

    Histogram Equalization is a computer vision technique that 

can be introduced to increase the contrast in the images. We 

can improve the visibility of the low-contrast images by 

applying OpenCV's Contrast Limiting Adaptive Histogram 

Equalization (CLAHE) function. We could further use the data 

augmentation techniques to extend the dataset and provide 

additional pictures in different lighting and orientations. It will 
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also make the model’s ability to be more generic while 

increasing accuracy with even the distorted images. 

 

6. CONCLUSIONS 

 

 This project aimed to develop an efficient and accurate 

traffic sign detection system for an autonomous rover using 

transfer learning with MobileNetV1 on Kendryte 210 

hardware. MobileNetV1, known for its lightweight 

architecture, was chosen to optimize real-time performance on 

resource-constrained devices. 

 

 The project involved data collection, annotation, and 

fine-tuning the pre-trained MobileNetV1 model for traffic sign 

recognition. Challenges like domain shift, model capacity 

limitations, and hardware compatibility were addressed 

through extensive optimization and hyperparameter tuning. 

 

 Inference speed and model accuracy were evaluated on the 

Kendryte 210 platform. The results demonstrated promising 

real-time processing capabilities while maintaining 

satisfactory detection accuracy for the targeted traffic sign 

classes. 

 

 The developed traffic sign detection system represents a 

significant step towards enhancing the autonomous rover's 

navigation capabilities. However, the project also highlighted 

challenges related to data variability, domain adaptation, and 

real-world safety considerations. 

 

 Overall, this project displays the successful application of 

transfer learning with MobileNetV1 on Kendryte 210 

hardware for traffic sign detection in real-world scenarios, 

paving the way for further advancements in autonomous rover 

technology. 
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