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ABSTRACT 

Using sign language for communication has existed since 
millennia and has evolved over the ages to support the 
hearing impaired to a great extent. There have been 
numerous wonderful inventions and innovations aimed at 
improving the living conidtions of the hearing or speech 
impaired using technology which was contemporary. 
However, till date there exists no standard that can be shown 
as a single universal sign language translation system. This 
is partially due to the research happening in small pockets 
and lack of technology penetration in some countries. 
Largely the efforts to design translation are concentrated on 
Americal Sign Language (ASL) and Thai Sign Language 
(TSL). Other than the two, Indonasian Sign Language (SIBI) 
is the front runner in standardising a translation system. In 
our previous paper we had attempted to develop an ANN 
based translator for ASL. The system performed as per 
expectations. However, since the number of hidden neurons 
was taken as a variable, the estimation still remained a 
challenge. In this paper, we have developed a system to 
estimate the number of hidden neurons required for the 
accurate translation of ASL. 

Key words: ANN, ASL, Estimation, Hidden Neurons, Sign 
Language 

 

1. INTRODUCTION 
In sign languages, any symbol takes a while for the viewer or 
a machine to translate. Most systems use multi-processing 
models or network computing to achieve faster results. 
However, the question remains that what should be the 
method used and what are the parameters needed to maintain 
consistency in the result of the translation. In our previous 
work, we  had developed an ANN based translator for 
American Sign Language (ASL). In the translation system we 
had utilized a variable hidden neuron model. The challenge 
still remained as to how the number of hidden neurons could 
be optimized. In this paper we present the machine learning 
model using analysis of variation (AnoVa) to estimate the 
number of neurons needed for improved and consistent 
accuracy of the translation system. The paper presents a 

review of literature, a methodology, experimentation details 
and data and finally a logical conclusion that can open up 
new pathways into further research. 

2. LITERATURE REVIEW 
Thai translation system using upright speed-up robust feature 
and c-means clustering” [1] and “Thai translation system 
using upright speed-up robust feature and dynamic time 
warping” [2],  have shown clearly that for a sign language 
that has symbols and spellings through gestures, two separate 
translation systems are required. 

“Computer translation system for hearing impaired users” 
[3], have shown the peculiarities of the Russian sign language 
and illustrated that a single translation system cannot be 
developed for a language that has so many features. 

“Research on Chinese-Japanese Translation System” [4], 
illustrated that all sign languages of the world are different 
from one another. With the increasing of economic and 
cultural exchanges between China and Japan, more and more 
hearing/ speech impaired people are working across borders 
which require a far more stable translator between the two 
sign languages. 

“Plenary talk II: Recent developments in recognition 
systems” [5] has shown that Automated translation systems 
for sign languages are the need of the hour for the hearing 
and speech impaired as they aid the communication in a 
world where communication is the key to growth. 

“Sign language localization: Learning to eliminate language 
dialects” [6] presented that any translation system from sign 
language to formal language has to work in two phases 
namely mapping and prediction. It is the first to refer to an 
ANN for translation. 

“Toward transcription model in XML for Processing gloss 
annotation system”[7] illustrated that Representation of a  
sign language can be then converted into an animation using 
an avatar so that the rendition becomes interactive. 

“Evaluating a System for Deaf People”[8] have shown a 
three tier translation system could be developed into a 
standard using example, rule based classifier and a statistical 
prediction. 

“Vision-based translation device”[9] developed a system to 
translate single handed gestures of English alphabet and 
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numbers into their formal values using image processing, to 
produce consistent results that can lead to a standardized 
system. 

[10], [11], [12], [13], [16], [18] and [23] developed devices 
such as smart gloves, kinekt™ based gesture tracking and 
avatar based translation for various sign languages. Each 
system had its own advantages and disadvantages being a 
localized approach. 

 
[14] Sign Language synthesis using hand motion acquisition 
and “Mobile motion gesture design for deaf people” 
[19]illustrated that motion capture could play a key role in 
sign language translation. As the transition from one sign to 
another is quite fluidic in humans, machines need to be 
trained to handle videos rather than images. 

[15] and [17] have shown that text analysis and semantics 
when used in sign language translation, produce results that 
can be used in any colloquial sign language as well as 
rehabilitation of speech or hearing impaired people. 

[20] has effectively proven that a classification of the formal 
language equivalent into its respective part of speech is a 
major task in sign language translation. This marks a future 
challenge in our proposed work. 

[21] and [22] have conducted an extensive analysis of the 
Arabic sign language from a machine learning based 
translation system perspective. Their results provide insight 
into how one can incorporate the Arabic sign language into a 
standard translation system. 

[24] shows that ANN based translators are the best suited 
systems for any sign language irrespective of the number of 
symbols. 

In [25] and [26] we have shown that “Using ANN to predict 
formal language word from gesture is still in research stage 
and so far even though there are many Android OS based 
applications to assist the hearing impaired, we have still a far 
way to go for having an end-to-end solution”  

In [27] the work carried out focuses on the application of 
CNN as deep learning for sign language translation. Its 
results are quite compelling and can be reproduced in an 
experimental set up. 

3. METHODOLGY 
To achieve the set goals, the data generated from [25] was 
needed. However, it was not sufficient. We ran the 
experiment multiple times using various number of hidden 
neurons and tabulated the data for further comparison.  The 
details of the experiment are given in the next section. 

4. EXPERIMENTATION 
The data generated for the ASL translation was with 4 
neurons in the hidden layer. The same was run with 5, 6 and 
7 hidden neurons respectively. The data generated with the 
final accuracy is shown in Table 1. The accuracies are plotted 
against the word count in Figures 1 through 4 respectively. 

The final accuracies are plotted ina stacked graph for 
discernible difference visibility in figure 5. From the graph in 
Figure 5. It is visibly clear that the accuracy appears to be 
high. However on closer observation it can be seen that, the 
stability in accuracy is more when the number of neurons is 
set at 5. Hence it can be stated that the proposed translation 
system works best when the number of hidden neurons is 5 in 
single layer. 

Table 1. Final accuracies of the variable hidden neuron 
based translation 

  Hidden Neurons 
Count 4 5 6 7 

10 0.999153 0.999153 0.999153 0.999153 
13 0.963324 0.963328 0.963332 0.963336 
18 0.982165 0.982165 0.982166 0.982166 
30 0.986482 0.986483 0.986483 0.986483 
48 0.990986 0.990986 0.990986 0.990986 
50 0.983482 0.983482 0.983483 0.983483 

161 0.986595 0.986595 0.986596 0.986596 
326 0.989013 0.989013 0.989013 0.989013 
338 0.979844 0.979845 0.979846 0.979846 
380 0.983257 0.983257 0.983258 0.983258 
863 0.98811 0.98811 0.98811 0.98811 

1291 0.989008 0.989008 0.989009 0.989009 
1478 0.98798 0.98798 0.98798 0.98798 
1691 0.989155 0.989155 0.989155 0.989155 
2430 0.989296 0.989296 0.989296 0.989296 
3272 0.990826 0.990826 0.990826 0.990826 
3655 0.989982 0.989982 0.989982 0.989982 

 
Figure 1. Accuracy with 4 hidden neurons 
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Figure 2. Accuracy with 5 hidden neurons 

 

Figure 3. Accuracy with 6 hidden neurons 

 

Figure 4. Accuracy with 7 hidden neurons 

 

Figure 5. The final accuracies stacked to show the 
difference 

5. CONCLUSION 
To conclude, we can say that automated sign language 
translation systems are the future of bridging the gap 
between the normal world and the hearing/speech impaired. 
Towards this future, ANN based variable hidden neuron 
model as presented in our earlier work is a positive step and 
in this paper we have made a successful attempt to 
standardise the system. 
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