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ABSTRACT:  

Multi-task bunching and multi-view grouping have 
severally discovered wide applications and got 
much consideration in later a long time. By the by, 
there are numerous bunching issues that include 
both multi-undertaking grouping and multi-view 
grouping, i.e., the tasks are firmly related and every 
assignment can be examined from numerous 
perspectives. In this paper, we present a multi-
assignment multi-view grouping structure which 
incorporates inside perspective errand bunching, 
multi-view relationship learning and multi-
assignment relationship learning. Under this 
structure, we propose two multi-undertaking multi-
view grouping calculations; the bipartite diagram 
based multi-assignment multi-view bunching 
calculation and the semi-nonnegative lattice tri-
factorization based multi-errand multi-view 
bunching calculation. The previous one can bargain 
with the multi-assignment multi-view grouping of 
nonnegative information, the last one is a general 
multi-errand multi-view bunching technique, i.e., it 
can manage the information with negative element 
values. Exploratory results on freely accessible 
information sets in website page mining and picture 
mining demonstrate the prevalence of the proposed 
multi-assignment multi-view grouping calculations 
over either multi-errand bunching calculations or 
multi-view bunching calculations for multi-
assignment grouping of multi-perspective 
information. 

Key words- Multi-undertaking multi-view 
grouping calculations, Multi-assignment multi-
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INTRODUCTION: 

Multitask bunching enhances singular grouping 
execution by taking in the relationship among related 
undertakings. Multi-view grouping makes utilization 
of the consistency among various perspectives to 
accomplish better execution. Both multi-assignment 
grouping and multi-view bunching have discovered 
wide applications and got much consideration in late 
years. By the by, there are numerous down to earth 
issues that include both multi-undertaking bunching 
and multi-view grouping, i.e., the assignments are 
firmly related and every errand can be broke down 
from various perspectives. For instance, the errands for 
grouping the site pages from four colleges are four 
related assignments. The four assignments all have 
word highlights in the principle writings; they likewise 
have numerous different components, for example, the 
words in the hyperlinks indicating the site pages, and 
the words in the titles of the site pages. For another 
case, the errands for grouping the web pictures 
gathered from two sites are two related errands. The 
two assignments both have visual elements in the 
pictures; they additionally have word highlights in the 
encompassing writings. To handle the bunching issue 
of such information sets, existing calculations can just 
use constrained data, i.e., multi-assignment bunching 
calculations just endeavour the common data shared by 
all the related undertakings from a solitary perspective, 
multi-view grouping calculations as it were utilized the 
data of the perspectives in a solitary errand.  

         If any case, we can show signs of provement 
execution if both the multi-undertaking and multi-view 
data could be used. As of late, multi-errand multi-view 
learning calculations, which take in different related 
errands with multi-view information, have been 
proposed. The diagram based system in [1] takes full 
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focal points of both the component heterogeneity and 
undertaking heterogeneity. Inside every undertaking, 
the consistency among diverse perspectives is acquired 
by obliging them to create the same characterization 
capacity, and crosswise over various undertakings, the 
relationship is built up by using the closeness 
requirement on the basic perspectives. The general 
inductive learning structure in [2] utilizes co-
regularization and undertaking relationship realizing, 
which expands the reasonableness of multitask multi-
view learning. The common structure learning system 
in [3] can learn shared prescient structures on normal 
perspectives from different related assignments, and 
utilize the consistency among various perspectives to 
enhance the execution. The multi-assignment multi-
view inadequate learning calculation in [4] abuses the 
signals from different perspectives including different 
sorts of visual components and mutually considers the 
hidden relationship between errands crosswise over 
various perspectives and diverse particles. The multi-
undertaking multi-view discriminate examination 
strategy in [5] manages the multi-undertaking multi-
view learning issue for heterogeneous assignments. 
These techniques have shown their superiorities over 
either multi-errand alternately multi-view learning 
calculation. In any case, they all tackle arrangement. 
To the best of our insight, there is no existing way to 
deal with the multi-errand multi-view grouping issue.  

 

 
                The graph representation of the co-clustering 
based multi-task multi-view clustering framework. The 
square region represents the set of samples in each 
task; the circular region represents the set of features 
under a view in each task. The samples of task 1 and 
task 2 have a common view which consists of task 
shared features (light gray overlapping area) and task 
specific features (light gray non-overlapping area). 

Task 1 also has two task specific views, task 2 has one 
task specific view. Multi-task relationship learning is 
conducted under the samples and the shared features of 
task 1 and task 2, multi-view relationship learning is 
conducted under the samples and the views of each 
task 

RELATED WORK 

Multi-errand learning [10] has picked up a great deal 
of consideration in the previous decade because of its 
great prescient execution. There are two fundamental 
ways to deal with take in the relationship among 
related errands: sharing a typical element 
representation and sharing regular model parameters. 
Regular techniques for sharing a typical element 
representation are to share basic structures [11], [12], 
[13]. Commonplace strategies for sharing basic model 
parameters incorporate utilizing the normal earlier 
dissemination as a part of various levelled Bayesian 
models [14], misusing part based techniques with 
regularization [15], and sharing the parameters of 
Gaussian procedure . Be that as it may, the vast 
majority of multi-errand learning strategies are 
administered.  

                As of late multi-undertaking grouping 
(unsupervised multi-errand learning) has turned into a 
hotly debated issue. There are different approaches to 
take in the relationship among various assignments 
from unlabeled information. The multi-errand 
grouping strategy in [20] takes in a subspace shared by 
numerous related undertakings. The multi-errand 
bunching approach in [12] takes in a Reproducing 
Kernel Hilbert Space among numerous related 
undertakings. The component free and parameter light 
multi-assignment bunching structure in depends on 
Kolmogorov many-sided quality. The multi-errand co 
clustering technique in takes in the relationship of 
components among various assignments. The multi-
errand grouping technique in takes in a mutual 
subspace through space adjustment. The multi-errand 
Bregman bunching calculation in then again upgrades 
the single-undertaking Bregman grouping and takes in 
the connections between groups of various 
assignments, and makes the two stages help each other. 
The brilliant multi-undertaking Bregman bunching 
technique in manages the negative exchange issue.  

         The savvy multi-undertaking piece bunching 
strategy to manage the multi-assignment grouping of 
non-direct detachable information was additionally 
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proposed in. The obliged symmetric nonnegative 
lattice factorization based multi-undertaking grouping 
strategy in can compel the bunching arrangement of a 
multi-errand proclivity network to an intra-assignment 
arrangement. Recently, an arched discriminative multi-
undertaking highlight grouping technique was 
proposed in [9], which takes in a common component 
representation by Gaussian earlier, and a raised 
discriminative multi-undertaking relationship bunching 
technique was likewise proposed in, which models 
both positive and negative errand connections by 
Gaussian preceding manage negative exchange issue. 

Multi-task Multi-view Learning: 

Multi-task multi-view learning deals with the learning 
problem of multiple related tasks with one or more 
common views. The graph-based framework in [1] 
takes full advantages of both the feature heterogeneity 
and task heterogeneity, which can project any two 
tasks to a Reproducing Kernel Hilbert Space based on 
the common views. The general inductive learning 
framework in [2] uses co-regularization and task 
relationship learning, which increases the practicality 
of the multi-task multi-view learning. The shared 
structure learning framework in [3] can learn shared 
predictive structures on common views from multiple 
related tasks, and use the consistency among different 
views to improve the performance. The multi-task 
multi-view sparse learning algorithm in [4] exploits the 
cues from multiple views including various types of 
visual features and jointly considers the underlying 
relationship between tasks across different views and 
different particles. The multi-task multi view 
discriminate analysis method in [5] deals with the 
multi-task multi-view learning problem for 
heterogeneous tasks. These works all tackle 
classification. As far as we know, there are no existing 
approaches to the multi-task multi-view clustering 
problem. 

Bipartite graph based multi-task multi-view 
clustering: 

There are three components in the bipartite graph 
based multi-task multi-view clustering framework 
(Fig. 2). For within-view-task clustering, we construct 
a bipartite graph for each view of each task, and apply 
the bipartite graph coclustering method. For multi-
view relationship learning, we maximize the 
agreement between the clustering of samples under 
each pair of views in each task. For multi-task 

relationship learning, we construct a bipartite graph 
between the samples and the shared features in the 
common view for each task, and perform the bipartite 
graph co-clustering method to learn a shared subspace 
among the related tasks under each common view. 

 

                   The bipartite graph based multi-task multi-
view clustering framework. The samples (black 
circles) of task 1 and task 2 have a common view 
which consists of task shared features (gray-filled 
diamonds) and task specific features (hollow 
diamonds). Task 1 also has two task specific views 
(upper triangles and squares), task 2 has one task 
specific view (lower triangles). The weight of the edge 
between a sample node and a feature node is set to the 
feature value. 

Objective: 

 Note that the objective of multi-task multi-view 
clustering is very complicated since different missions 
are involved. We divide the problem into three parts to 
make it easier to solve. Moreover, using components in 
similar forms and linear combination can lead to a 
simple solution of the problem. There are two reasons 
for constructing the multi-task multi-view clustering 
framework based on co-clustering. (1) Co-clustering 
treats both samples and features as clustering objects, 
making it closely related to multi-view clustering and 
multi-task clustering. (2) Co-clustering achieves good 
clustering performance compared with single-sided 
clustering, the clustering performance improvement of 
the basic clustering method further promotes the 
effects of multi view relationship learning and multi-
task relationship learning on improving the clustering 
performance. The co-clustering methods used in the 
first component and the third component play different 
roles. The co clustering method in the first component 
is to establish associations between the samples and 
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any view within each task, and is essential to the multi-
view relationship learning. The co-clustering method 
in the third component is to learn the shared subspace 
among the related tasks, as co-clustering method can 
cluster features besides clustering samples, and the 
clusters of features (the eigenvectors of features) can 
be seen as subspace basis [7]. 

PROBLEM DEFINATION: 

 Multi-view clustering makes use of the consistency 
among different views to achieve better performance. 
Both multi-task clustering and multi-view clustering 
have found wide applications and received much 
attention in recent years. Nevertheless, there are many 
practical problems that involve both multi-task 
clustering and multi-view clustering, i.e., the tasks are 
closely related and each task can be analyzed from 
multiple views. For example, the tasks for clustering 
the web pages from four universities are four related 
tasks. The four tasks all have word features in the main 
texts; they also have many other features, such as the 
words in the hyperlinks pointing to the web pages, and 
the words in the titles of the web pages. 

Disadvantages: 

1. Previously the tasks are closely related and each 
task can be analyzed from multiple views. 

2. It can deal with only the data with negative feature 
values. 

3.  When the third party is introduced in between it 
set a great increase in the cost of maintenance. 

PROPOSED SOLUTION: 

A preliminary version of this paper was presented in 
proceedings this paper we extend the preliminary 
version from the following aspects:  (1) we give a 
more detailed introduction on the related work such 
that the paper is self-contained; (2) we propose a co-
clustering based multi-task multi-view clustering 
framework which can seamlessly bridge multi-view 
relationship learning and multi-task relationship 
learning; (3) we propose a novel semi-nonnegative 
matrix trifactorization based multi-task multi-view 
clustering algorithm, which can deal with the multi-
task multi-view clustering of the data with negative 
feature values; (4) we prove the convergence and 
analyze the time complexity of the two proposed 
multi-task multi-view clustering algorithms; (5) we 
conduct experiments on more real multi-task multi-
view data sets, and add a new proposed convex 

discriminative multi-task feature clustering algorithm 
[9] for comparison with our proposed methods.               

Advantages: 

1. It can seamlessly bridge multi-view relationship 
learning and multi-task relationship learning.  

2. We prove the convergence and analyse the time 
complexity of the two proposed multi-task multi-
view clustering algorithms.  

3. We implementing a novel semi-nonnegative 
matrix based multi-task multi-view clustering 
algorithm, which can deal with the multi-task 
multi-view clustering of the data with negative 
feature values. 

CONCLUSION 

In this paper, we have proposed a co-grouping based 
multi-undertaking multi-view bunching system which 
incorporates inside perspective errand bunching, multi-
view relationship learning and multi-assignment 
relationship learning. Under this structure, we initially 
proposed the bipartite diagram based multi-errand 
multi-view grouping calculation, which can manage 
the nonnegative information, for example, archives. At 
that point we proposed a general semi-nonnegative 
grid tri-factorization based multi-errand multi-view 
grouping calculation, which can manage the 
information with negative component values. We 
demonstrate the joining and examine the time many-
sided quality of the proposed calculations. To the 
extent we know, this is the main work tending to 
multi-undertaking multi-view grouping. Test comes 
about on openly accessible information sets in website 
page mining and picture mining demonstrate the 
predominance of the proposed calculations over either 
multi-errand grouping or multi-view bunching 
calculations for multi-errand grouping of multi-
perspective information. 

FEATURE ENHANCEMENT 

For future work I can evaluate the proposed multi-task 
multiview clustering algorithms on several real multi-
task multiview data set values. I can implement 4 most 
popular categories such as course, faculty, project and 
student for clustering. Due to multi-view clustering 
methods are not co-regularized we use the clustering 
result from the most informative view as all multiview 
clustering methods are worked. And about the data set 
technique, the data is split in a balanced manner so that 
each fold would have the same features and labels. 
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