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ABSTRACT 
Malicious attack detection is a new emerging area of 
research now days due to huge number of internet and 
network usage. Attack detection in network is handled by 
a system called Intrusion Detection System (IDS). Most 
of the administrators make use of IDS for monitoring 
malicious activities of the network. To increase attack 
detection rate for securing network IDS need to work 
intelligently. Various machine learning algorithms are 
used to improve IDS performance considering threat of 
attacks in modern era of internet. In this paper a novel 
framework is proposed which will make use of signature 
as well as anomaly based detection to increase detection 
rate and reduce false alarm rate. This architecture makes 
use of various supervised and unsupervised machine 
learning algorithms for testing real time internet traffic. 
Dataset used for testing proposed framework is Intrusion 
Detection Evaluation Dataset CICIDS-17. This 
framework emphasis of attack detection using signature 
based detection and propose a new method for new attack 
detection using anomaly based identification. Dataset 
used for training deals with various modern attacks and 
helps to find signature of new attack with help of 88 
features of dataset. Various feature selection techniques 
are used to reduce number of features from dataset to 
reduce computation time of the system.  As this 
framework is proposed for distributed networks feature 
selection plays a vital role in performance of system. An 
experiment results shows that proposed architecture 
which makes use of ensemble approach provides better 
performance in terms of detection rate and false alarm 
rate. Proposed architecture shows increase in detection 
rate by 5% for signature based detection and 2% for 
anomaly based detection. Reduction of 0.05 is observed 
in false alarm rate.   

Key words: Ensemble classifier, Intrusion Detection 
System, Random forest, Isolation Forest, SVM, ANN. 

1. INTRODUCTION 

Modern era provides ease to various users for making use of 
huge facilities provided by internet. While using internet 
facilities users share huge amount of data across internet. 
Any form of data can be used and shared on internet while 
using it. Most of the organizations including individual users 

are making their private data available on internet. This can 
create a big threat for network. Most the malicious activities 
can increase threat to network security. Due to increase in 
data transfer through internet, network security in a wide 
area of research. Most of the networks are facing problem in 
maintaining privacy, confidentiality and security of data. To 
increase security of such network most of the network 
administrators and organizations use security tools. Tools 
like firewall, user authentication, access control, anti-virus 
etc. are used to avoid malicious activities to happen in 
network. These tools provides security to network but not 
able to secure network from internal malicious activities. 
Most of these tools are not as efficient in handling intrusions 
entering into the system. However, IDS is an intelligent 
system which can monitor all activities happening inside and 
outside of the network. It monitors are data entering and 
passing through the network to avoid invalid activity. IDS 
informs administrator if any malicious activity is observed in 
the network such as huge amount of packets for single 
system, shutdown of systems in network, trouble shooting, 
system not responding to activities etc. Administrator can 
take appropriate action on these activities to secure network 
and avoid data loss in network. IDS usually helps 
administrator to observe, monitor and rectify malicious 
activities in network.  Intruders use to find loop holes in 
various security tools used to provide security to network 
and can easily get access of system inside the network. After 
getting access to network system they can harm confidential 
information related to networks and can change or alter 
confidential data. To avoid loss of data and entry of intruder 
in the network an intelligent device is required which can 
take decisions on his own for avoiding losses in network. 
Such system can be implemented using various data mining, 
machine learning and neural network algorithms. It should 
work in an intelligent way such that old as well as new 
attacks can be detected before entering in the system.  
 
According to research, attacks also called as malicious 
activities can be detected using signatures or anomaly based 
detection. Signature based detection is based on signatures of 
attacks stored in the network. Whenever any data in form of 
packet enters in the system, this type of IDS matches all 
attack signatures to it. It matches found then data is 
considered as malicious activity and rejected from the 
network. If match does not found then data is allowed to 
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enter in the network. Basic limitation of this method is 
signature. If signature of a particular attack is not available in 
dataset then IDS will not able to detect that attack and 
network data can be harmed. To overcome this limitation 
dataset consist of signatures of modern attacks need to 
consider for training and testing IDS while implementation. 
Once the packet enters in the system it is checked by 
anomaly based detection system if any abnormal behavior is 
observed in the network. Anomaly based detection is based 
on behavior of the system. If IDS observe change in normal 
behavior of the network or system it considers it as anomaly 
or new type of attack and rejected from the system. As the 
packet flows in the network anomaly based IDS continuously 
observe state of network to monitor any abnormal activity 
happening in the system. Such packet and its behavior are 
captured and stored in form of signature in the dataset so that 
in future packet with same behavior can be caught while 
signature based detection.  
 
Network and user system are secured by IDS from getting 
compromised from intruders. It also maintained various 
security policies such as Confidentiality, Availability and 
Integrity. Violation of security policies can be avoided by 
IDS. In modern era attacks are emerging in the network with 
new form. Some of those are old means well known and 
some are new that is unknown.  Abnormal behavior of a 
system identifies attack. Attack detection in IDS is done 
using two ways as  Signature based IDS where signatures 
from known data-set is used to match signatures of various 
attacks. Another is Anomaly based IDS which observe and 
monitor behavior of system. Both detection methods have 
own strength and weakness. In known attack environment 
Signature based IDS provide better accuracy but not for 
unknown attacks. Whereas Anomaly based detection 
accuracy is less as to find normal behaviors of system is 
difficult and most of the time normal packets are also 
considered as attack. Little deviation in the normal behavior 
can be considered as new attack. This leads toward increase 
in false alarm rate (FAR).  
 
From various researches in this area it is observed that both 
detection methods are useful in attack detection provided 
used in proper fashion. To makeup limitation of both 
methods in proposed framework both methods are used in 
two phases to avoid any intruder entering inside the system. 
These both are used in hybrid distributed manner to monitor 
the state of network and monitor all activities happening. 
This framework avoids limitation of both methods to some 
extent. Signature based detection method is used to identify 
all the known attacks and Anomaly based detection is used 
for detecting new attacks by proposed method. Intrusion 
Detection Evaluation Data-set CICIDS-17 is used for 
training and testing proposed framework. Many classifiers 
are used for training and testing such as random forest, 
neural network, artificial neural network and isolation forest. 
All these classifiers performance is compared with ensemble 
approach of all classifier to prove the efficiency of proposed 
framework. This data-set consist of total 88 features and can 
be trained for most of the known attacks such as probe, 

phishing, zero day attack, DoS, DDoS, U2R, R2L etc. A 
feature selection technique is used for dimensionality 
reduction to improve computation time of system. Evaluation 
of proposed system is done using various performance 
parameters such as detection rate, accuracy, precision and 
false alarm rate. Experimental results prove that proposed 
hybrid framework increases detection accuracy, detection 
rate, precision and reduces false alarm rate.  

2.  LITERATURE SURVEY 

IDS available now days for securing network make use of 
single classifier for detecting attacks entering in the network. 
As every classifier has its limitation sometimes prediction of 
attack gives biased output and not able to detect some on 
malicious activities. Mostly researchers suggest using 
ensemble classifiers to find abnormal activities in the 
network to reduce number of false alarms and increase 
accuracy. It is proved by many researchers that using 
classifiers in ensembling approach provides better 
performance of IDS as compared to individual classifier.  
Multi-Classifier systems have received much attention due 
to their focus on combining the output of classifiers and 
create a final decision. To achieve best possible results, the 
proposed hybrid IDS use combination of signature-based 
systems and anomaly-based systems. 
 
A hybrid approach which uses 2 stages is elaborated in [1]. 
In this misuse and anomaly attacks were detected. K means 
neighbor algorithm is used for signature based detection and 
k means clustering for anomaly detection. Using this 
approach detection accuracy obtained is of 95.76% and false 
alarm rate reduced by 1.05%.  Most of the researchers work 
to reduce false alarm rate using techniques such as feature 
reduction and dimensionality reduction. A novel method for 
reducing FAR is elaborated in [2]. Evaluation parameters 
used are high alert frequency, neighboring related alert and 
normal false positives. These components are used to find 
the source IP and time interval in which source is sending 
same type of malicious packets. Arrival intervals are also 
observed to identify source of the attacker. As the 
experimental results proposed method increase accuracy and 
reduce FAR by 90%. Ensemble approach importance is 
elaborated in [3]. Various ensemble approaches which can 
be used for improving performance of IDS is elaborated in 
detail. Performance of IDS improves drastically as compare 
to single classifier detection.  
An anomaly based approach is proposed which does not use 
any dataset to train their algorithm [4]. Steps are used for 
construction as Multi Resolution Flow Aggregation method 
Sub Space Clustering method and simple threshold detection 
approach. Attack is detected based on outlier threshold, if 
value goes beyond specified, it is declared as attack. This 
proposed method has reduced FAR and increased accuracy. 
Ensemble approach by combining various supervised 
algorithms is explained in [5]. This paper proposed approach 
to deal with unbalanced data from dataset while detection. 
Model use ensemble of k means, support vector machine 
and decision tree. Final prediction is taken from 
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combination of vote from all classifiers. Results show 
detection accuracy of 99.2% for normal behavior, 98.21%  
or denial of service, 93.22% for probe, 44.44% for U2R and 
93.21% for R2L attack detection. Ensemble classifiers 
SVM, RF and NN are used for attack detection in [6]. 
Comparison provided in paper proves that ensemble 
approach provides better detection accuracy and reduces 
FAR as compared to single classifier. Author makes use of 
feature selection techniques to improve performance of IDS.  
New approaches using emerging concepts like artificial 
intelligence, neural network, deep learning are used by many 
researches towards increasing accuracy and efficiency of 
IDS. A new approach using benchmark dataset NSL-KDD is 
elaborated in [7]. Feature selection is used to select best 
attribute from 41 features of this dataset. This paper mostly 
shows the importance of feature selection for improvement 
in performance of system. While testing this dataset is 
divided into four parts as basic, traffic, host and content. 
Training and testing is done using random forest classifier. 
For all parts tress of RF is created to test accuracy. Results 
show that feature selection plays a vital role in improving 
performance of IDS. A hybrid model using SVM and DT in 
ensemble is explained in [8]. This paper focused on 
ensemble techniques used for attack detection. It also 
explained importance of ensembling classifiers rather than 
using single classifier for detection. Each classifier provides 
wrong output in some cases, so we cannot depend on single 
classifier for final prediction. This issue of single classifier 
can be easily solved using ensemble classifier. Advantages 
of ensemble classifier long with survey of various 
ensembling techniques used in homogenous and 
heterogeneous network is explained in [9]. A model for 
analyzing normal and malicious traffic is explained in [10]. 
Detection is done with the help of deep packet inspection. 
Paper explained model with two hidden layers with 30 
nodes each with 1000 input and 2 output nodes. Model 
provides accuracy of 98% with 97% precision and 95% 
sensitivity. A model based on feed forward neural network 
is explained in [11]. Results prove that as detection rate is 
increased and false alarm rate is decreased when feed 
forward network is used. Dataset used is KDD which is split 
into 10% training and 90% testing. 84.12% accuracy is 
obtained by model without dataset split and 64.42% after 
splitting dataset. All unlabeled instances are labeled using 
divide and conquer strategy in this model. A pseudo bayes 
estimator model is explained in [12]. It is used to find 
probabilities of new attacks penetrated in the network in real 
time environment. This probability of new attack is analyzed 
by naïve bayes classifier. This classification is used to 
classify network traffic into known and new attacks.  
 
A survey of various IDS system classifiers which used KDD 
99 dataset for experiments is explained in [13]. Supervised 
and unsupervised algorithms are explained in this paper. 
Results show that supervised algorithms such as DT and 
SVM provides better results than unsupervised algorithm. 
Decision tree provides more accuracy than support vector 
machine. A novel modular ensemble method is proposed in 
[14]. Method focused on web related services for attack 

detection such as mail service, web service etc. Each service 
is handled by single classifier whose output is then ensemble 
together for finding final prediction. Ensemble is done with 
the help of rule like maximum, minimum, mean and product 
rule. KDD 99 dataset is used for training and testing for all 
classifiers. Ensemble techniques with various classifiers are 
elaborated in [15]. SVM and KNN are used as base 
classifiers in this model. Weighted majority voting 
algorithm is used for ensembling various classifiers. To use 
this algorithm weights need to be assign by classifier. 
Weight assignment is done with help of three techniques as 
particle swarm optimization (PSO), variant of PSO which 
uses iterative sampling and weighted majority algorithm. 
Functionality of weighted majority algorithm is elaborated 
in [16].  To improve performance of this algorithm feature 
selection technique can be used.  Authors used PSO variant 
for giving better results with weighted majority algorithm. 
An architecture based on neural network is explained by 
authors in [17]. Ada-boost ensembling method is used for 
combining output from base classifiers. Some samples are 
created and neural network classifiers are trained to find 
fitness function, which can be used to validate set of 
samples trained. Experiment results proves that ensemble 
detection has more efficiency in terms of recall, precision, f-
measure, true positive rate an false positive rate as compared 
to single classifier. 
 
3. METHODOLOGY 
 
The proposed framework is proposed for networks working 
in distributed fashion. In system where nodes are connected 
with each other each node will consist of ensemble of 
classifier used for detection of attack at each node of 
network. Proposed framework makes used of signature as 
well as anomaly based detection in the network for detection 
of attacks. Architecture is testing on real time data captures 
from the network. Classifiers used are random forest, 
isolation forest, neural network and artificial neural network. 
Using this framework network data will be scanned twice 
once while signature based detection and other with anomaly 
based detection. All the classifiers used are trained using 
dataset CIDIDS-2017. This dataset consist of signatures of 
various modern attacks. Most of the standard datasets are 
available for attack detection which can be used for IDS. 
Reason behind considering this dataset for implementation of 
this dataset is this dataset is created for modern attacks using 
real time traffic capture. Each data packet entering in the 
system will be analyzed first with signature based detection. 
This analysis is done with the help of signatures stored in the 
dataset. Packets data is matched with various categories of 
attacks signatures. If signature is matched then data will not 
be allowed to enter in the network and rejected by the node. 
If matching signatures are not available and matching 
patterns are not retrieving from dataset then packet is 
accepted and passed inside the network. As packet passes 
form one node to other packet behavior is monitored by each 
node to check any abnormal activity in the network. This is 
the second phase of architecture which works on anomaly 
based attack detection. In this method all classifiers are 
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trained to maintain normal behavior of systems. Any 
deviation from this behavior is considered as malicious 
activity. If any change in normal behavior is observed node 
prepares a log of packet behavior and stored it for further 
processing. Packet is then immediately rejected by network 
to avoid harm of data in network. In next phase this log is 
used to create the signature of new unknown attack so that it 
can be used in first phase that is in signature based detection 
before entering inside the network. Updating of the dataset is 
informed to all nodes to update signatures. All nodes are 
using ensembling of RF, IF, SVM and ANN classifiers. 
Ensembling is done using weighted majority algorithm. 
Ensembling is used for improving detection accuracy of 
classifier in signature as well as anomaly based detection. All 
classifier are trained for signature as well as anomaly based 
detection so that framework can be tested in real time 
environment. Hybrid framework is represented in Figure 1. 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Architecture of Hybrid Distributed IDS 

Dataset used for training and testing is ISCX CCICIDS 2017 
which consist of various modern day attacks. Detailed 
explanation of dataset, feature selection techniques used and 
ensembling of classifiers is explained in followed sections.   
  
 3.1 CICIDS- 2017 Dataset  
 
Many standard datasets are available for intrusion detection 
system. Some of them are KDD 99, DARPA, UNSW, 
CICIDS and many more. All these datasets are having 
signatures of well know attacks. Some are them like KDD99 
and DARPA are old datasets which does not contain 
signatures of new modern attacks. This is the main reason 
behind using CICIDS dataset for training and testing 
proposed system, as it contains signatures of modern and up 
to date attacks. To check performance of IDS in real time 
environment it should contains signature of various modern 
day attacks, which are not available in old datasets. CICIDS 
dataset is created using real time traffic that is the reason it 
stores signature of many modern attacks. Canadian Institute 
of cyber security made this dataset available for research in 
year 2017. This dataset consist of 83 features with total 
3119345 instances of various attacks [18]. Institute captures 
real time data for one week to capture various new types of 
attacks on the network before generating this dataset. This 
data-set has in total 15 classes (1 normal label + 14 attack 
label). CICIDS 2017 is a data-set consist of many new real 
world attacks including DoS, DDoS, Brute Force, XSS, SQL 
Injection, Infiltration, Port scan, Botnet etc. Table 1 
represents all types of attacks present in this  

 
Table 1:  Attack Class and Instance for CICDS2017 data-set 
 

Class Number of instances 

BENIGN 2359087 
DoS Hulk 231072 
DoS GoldenEye 10293 
SSH-Patator 5897 
DoS Slowhttptest 5499 
Bot 1966 
Web Attack – Brute Force 1507 
FTP-Patator 7938 
DDoS 41835 
PortScan 158930 
DoS slowloris 5796 
Heartbleed 11 
Web Attack – Sql Injection 21 
Web Attack – XSS 652 
Infiltration 36 

 
In proposed framework this dataset is used for signature as 
well as anomaly based detection in real time environment. 
To clean data stored in dataset and to normalize it data 
preprocessing is done. Important features are selected using 
feature selection technique to reduce overload on classifier 
while training and reducing computation time required for 

Packet capture in real 
time environment 

CICIDS Preprocessing  

Feature selection 

 
Training classifier 
with dataset 

RF IF SVM ANN 

Ensemble using majority voting 
algorithm 

Testing real 
time packets 

Prediction Attack Unknown  

Reject 

Training classifier for 
normal behavior 

Observe network 
activities  

RF ANN SVM IF 

Ensemble using majority voting 

Prediction Abnormal Normal 

Reject Passed 
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execution. All classifiers will be trained using reduces 
features of CICIDS dataset and tested in real time 
environment. Testing is done to find comparison of 
individual classifier against ensemble classifier.     
 
3.2 Dataset Pre-processing    

 
Preprocessing of dataset is required to clean and normalize 
dataset. This is considered as an important step before 
training classifiers using dataset. Dataset cleaning and 
removing of duplicate instances is done in this step so that 
training and processing time will be reduced during 
evaluation of performance for IDS. Dataset consist of some 
missing value instances this can reduce performance of 
attack detection. In such case use of this invalid values 
prediction of classifier may go wrong. To avoid it Min-Max 
normalization technique is used to normalize dataset. Data-
set also consist of numeric values with huge range gap which 
need to be converted into some specific range. This is 
important to reduce the training time of the classifier. If wide 
range of values is used to train classifier it requires double of 
the time required with reduced range of values. Cleaning of 
the data-set is done for removing Nan, infinity and duplicate 
values and duplicate columns. Min-max normalization 
technique is used to normalize data-set numeric values. 
Equation 1 shows formula used for normalization of dataset. 
 

  AAA
AA

A nnnxx min_min_max_
minmax

min' 





                                                                                           (1) 
Where  
x’ - is the normalized value of respective feature. 
x – is the actual value of the features 
minA and maxA  - is the actual minimum and maximum value 
of the feature 
n_maxA and n_minA    - New normalized minimum and 
maximum value set for the feature. 
A – Feature from the data-set 
 
Features in dataset are represented using wide range of 
numeric values. To improve performance of IDS minimum 
and maximum values are set to -25 and +25 respectively for 
each feature. Equation 1 represents min-max normalization 
formula which is used to convert wide range of numeric data 
in the form of range i.e. -25 to +25 such that the summation 
will be 1 for each feature. To reduce training time required 
for classifier range for normalization is decided.  

 
3.3 Feature Selection  
 
Feature selection plays an important role while evaluating 
performance of the IDS system. As in proposed system 
number of classifiers is used to improve IDS performance 
and all nodes are connected in distributed fashion, it is 
mandatory to reduce number of features so that computation 
time and processing time can be reduced.  By selecting only 

important features instead of all it helps to reduce training 
time, improve accuracy and reduces over fitting of data. As 
the data-set used in proposed architecture has 83 features it 
require to consider only important features which helps for 
attack detection and reducing training time of classifier. As 
proposed system works with multiple classifier time require 
to train classifier becomes the important factor in 
performance evaluation of IDS. To reduce over fitting of 
classifier feature selection techniques are used. Various 
feature selection techniques are available to reduce features 
of data-set. Some of the techniques are filter based and 
wrapper based such as chi-square [19], correlation, variable 
importance, particle swarm optimization, Euclidean distance 
[20] and many more. Proposed system makes use of 
correlation analysis for feature selection. This technique 
provides relation between all features available in dataset 
with each other. It is basically used for predicting behavior 
and relation between numbers of entities. In proposed system 
relation between features is used to find attack pattern form 
the data. For all features according to pattern features are 
selected to find correlation coefficient of each feature or 
attribute. The feature having coefficient value greater than 
equal to 1 and less than equal to 96 are considered as 
important features. These features are further considered for 
attack detection and training classifiers. Training of classifier 
is done with less number of features but testing is done in 
real time environment considering all features of the data-set. 
Person correlation coefficient is the method used to find 
coefficients of all features. It helps to measure and find the 
linear association between numbers of features of the data-
set. Equation 2 shows formula for calculation correlation 
coefficient of each feature of the dataset. 
 

  
   







i

i

i

i

i

ii

qqpp

qqpp
r

22
      (2) 

Where p and q are the values for the features for which we 
need to find correlation.  
 
Range for values of coefficient lies in between -1 to +1. 
Strong correlation between features is represented using +1 
value or positive values. However, poor or negative 
correlation is represented using -1 and negative values. 
While selecting final features only positive correlation 
valued features are selected.  
As per results presented in [21] it can be analyzed that for 
attack detection it is not mandatory to use all features of any 
data-set. Techniques like information gain and gain ratio 
gives less efficiency as compared to correlation coefficient 
analysis. In experiments authors used only 22 features 
instead of all methods for achieving same accuracy. Feature 
selection importance is elaborated in [22]. Various 
techniques which can be used for dimensionality reduction 
for classifiers are illustrated by author.  The number of 
features reduced can be equivalent to √A if A is the number 
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of features present in the system. The scope for feature 
reduction is explained with given formula in [23]. After 
reduction less number of features can be used for attack 
detection in IDS and still it provides better accuracy. It also 
helps in reducing training and processing time of the 
classifiers used for detection. Any classifiers provide better 
results coming from machine learning or neural network 
when used with feature selection [24]. Feature selection 
importance [25] and various techniques like wrapper 
methods [26] are used.  

 
3.4 Ensemble Classifiers  
 
Proposed system makes use of ensembling technique to find 
final prediction about the data entering in the network. Final 
prediction can be normal or attack. Importance of 
ensembling in various networks is explained by [27]. 
Ensemble classification technique provides better accuracy 
when the IDS is build using feature selection technique as 
compare to using fill dataset [28]. Hybrid approach works in 
efficient manner and proved in [29]. In the proposed system 
method used for prediction of packet for attack detection is 
based on ensemble technique. Ensemble is basically used to 
combine results from number of classifiers for predicting 
final output. Proposed framework makes use of majority 
voting algorithm for combining output of various classifiers. 
The accuracy of detection increases when we make use of 
ensemble technique rather than single classifier. Classifiers 
can provide biased prediction sometimes can face over fitting 
problem in real time environment. Most of the researchers 
explain importance of ensemble on single classifier 
prediction. In proposed architecture ensemble is done with 
four classifiers as random forest, isolation forest, support 
vector machine and artificial neural network.  These all 
classifiers are trained using dataset after reducing features 
from data-set.  
 
Ensembling methods used are bagging, boosting and 
stacking. Homogeneous weak classifiers are combined using 
Bagging and Boosting. To increase capability of weak 
classifiers bagging ensembling is used. As proposed system 
is working in real time environment some classifiers can give 
biased prediction. To avoid it bagging ensembling can be 
used to increase capacity of each classifier. To boost 
classifier for improving its performance boosting ensembling 
method is used. The subset used in boosting is basically used 
to boost the accuracy and efficiency of the weak classifier. 
This method also provides better efficiency as compare to 
bagging. Heterogeneous weak classifiers are ensemble using 
staking method. Stacking method is used in proposed system 
as supervised and unsupervised classifiers are used in 
ensembling. Classifiers used in ensemble are explained in 
following subsections. 

 3.4.1 Random Forest Classifier 

Random Forest is a supervised machine learning algorithm. 
Base idea for this classifier is taken form decision tree which 
works finely when used with labelled and static data. 

Limitation of DT is removed in RF as it makes use of 
multiple DT to form a forest of trees where each tree 
represents single DT. RF circumvents most of the limitations 
of DT as used in multiple numbers. Performance of RF is 
depending on number of trees used for training and testing 
classifier. The more number of trees formed in RF while 
training classifier more accuracy can be obtained. 
Effectiveness of RF in performance of IDS evaluation in 
represented in [30, 31]. To make RF robust for real time 
environment more number of trees is used [32].    

3.4.2 Isolation Forest Classifier   

To find abnormal behaviour of the classifier Isolation forest 
is used. It will train classifier in terms of normal behaviour 
such as any deviation in this performance will be used to 
generate attack on basis of abnormal behaviour. This is a 
supervised type of algorithm as before training classifier user 
should know normal behaviour features of network. This 
classifier can work in both supervised and unsupervised 
fashion depend on data availability. This classifier plays 
important role when it is used in anomaly based detection.  
Isolation forest mostly used to find the feature which mostly 
responsible for finding the anomaly values for the data. 
These trees are used to isolate the anomaly from huge 
dataset. To observe changes in huge dataset are difficult 
sometimes in such cases isolation forest helps us to find the 
outliers in data that is anomaly activities that are not normal. 
Isolation forest classifier mostly focused on finding anomaly 
rather than normal packets with help of tress build using this 
algorithm.  

3.4.3 Support Vector Machine Classifier 

Support vector machine is a supervised type of machine 
learning algorithm used for attack detection in IDS system. 
SVM works with binary data and provides amazing detection 
accuracy in that. SVM makes use of various hyper planes 
which specifies behaviour threshold for each attack. 
Depending on the classes of attacks available one can have 
‘n’ number of hyper planes such that outliers those who does 
not fall into any of the hyper plane can be easily detected. 
SVM used for classification as well as regression. Proposed 
framework makes use of classification method to categorise 
packets into particular type of attack. As CICIDS dataset 
consist of numerical data for most of the features SVM 
shows efficient performance during training and testing 
phase of IDS evaluation.  

3.4.4 Artificial Neural Network Classifier  

Artificial Neural Network classifiers are mostly work as an 
computational node which take help of neural network such 
as biological networks in brains of animals. It allows 
working with a framework to help classifier to handle huge 
number of inputs. This is mostly used for anomaly based 
detection as these classifiers learns and act according to 
incidents happen before with a particular node. It tries to 
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learn itself the normal behaviour of network and try to find 
some abnormal behaviour if any in network. Each packet is 
analysed with the help of features extracted from the dataset 
for a particular type of attack. Though the signature or 
previous data is not available still this classifier can sense the 
abnormal activity. This classifier provides highest accuracy 
in anomaly based detection as compare to other classifiers. It 
works with the number of input units with some features and 
all features will feed to the next layer as it is to analyse and 
classify attacks. Feed forward NN with back propagation is 
the popularly used algorithm from artificial intelligence 
domain. 
 
4. EXPERIMENTAL RESULTS 
 
Proposed framework is tested in real time environment. All 
the nodes are connected in the distributed environment and 
all classifiers will work together in ensembling to test real 
time traffic. All classifiers are trained using CICIDS dataset 
with reduced features after applying feature selection. 
Performance parameters consider for evaluation are detection 
rate, precision, false alarm rate and accuracy. All classifiers 
worked in both method of attack detection as signature based 
and anomaly based attack detection. Results show 
comparison between individual classifier with ensemble 
classifier. Performance parameters used for evaluation is 
derived from confusion matrix. Confusion matrix used to 
describe the instances of predictions generated by the 
classifier. Figure 2 shows the confusion matrix represented 
in the form of instances. 
 
 
 

 
 
 
 
 
 
 

Figure 2: Confusion Matrix 

From Figure 2 we can observe the predicted and observed 
values used to evaluate the performance of IDS. These 
values are used to calculate accuracy, precision and many 
more parameters.  

TP – Positive prediction value and the prediction is correct. 

FP – Positive prediction value and the prediction is incorrect 

TN – Negative prediction value and the prediction is correct 

FN – Negative prediction value and the prediction is 
incorrect 

All these values are used to calculate precision and accuracy. 
Formulas for calculating it is given in Equation (3) and (4) 
respectively. 

FPTP
TPprecision


                                                (3) 

total
TNTPaccuracy 

                                                 (4) 

Where total – total number actual values 

Another parameter false positive rate is also used for 
evaluation. FAR is the total number of wrong predictions 
made out of actual value. Detection rate parameter depends 
on the number of packets predicted correctly as compared to 
packets entered in the system. All the parameters are checked 
by testing classifier in both methods signature as well a 
anomaly based detection. Precision parameter shows the 
exactness of classifier which needs to be high with less false 
alarm rate. The more number of predictions wrong accuracy 
decrease for that classifier. Experimental results carried out 
for both methods as signature and anomaly based detection. 
 
4.1 Performance Evaluation of Signature based detection  
 
All the classifiers are trained using reduced features for 
CICIDS dataset obtained after applying feature reduction 
technique. Each classifier is trained and tested in real time 
environment for the mentioned evaluation parameters. All 
the results for individual and ensemble classifiers are 
recorded to provide comparison between them. All the 
classifiers are first trained for signature based attack 
detection where anomaly attacks will not be detected and 
passed to next detection method. Results recorded for all 
classifiers for signature based detection are represented in 
Table 2.    
 
Table 2: Comparison of performance parameters using 
Signature based detection 

Classifier RF IF SVM AN
N 

Ensemble 

Precision 0.92 0.88 0.89 0.84 0.96 

Detection 
rate 

94% 90% 88% 87% 97% 

False 
alarm rate 

0.12 0.20 0.15 0.11 0.09 

Accuracy 95% 94% 89% 86% 98% 

 
From Table 2 we can observed that RF classifier provides 
good performance in precision and FAR. RF provides better 
accuracy as compared to other individual classifier. 
Classifier IF is mostly used for anomaly based detection so 
performance for this classifier when used in signature based 
method provides less performance as compared to RF. IF 
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provides good accuracy and precision value, but more FAR 
as compare to other classifier. SVM and ANN provides less 
performance as compared to RF and IF classifiers. As SVM 
mostly work on binary data sometimes it provides biased 
output for prediction. That is the reason SVM shows less 
accuracy as compared to other classifiers.    
Ensemble classifier shows highest performance as compare 
to individual classifiers. Accuracy obtained from ensemble 
method is 98% with highest precision value of 0.96, FAR 
reduced to 0.09 and obtained 97% detection rate. From table 
we can analyze that ensemble approach removes all 
limitations of individual classifier and provides good 
performance. Graphical represented of all parameters is 
shown in Figure 3. 

 
 
Figure 3: Graphical representation of performance 
parameters for signature based detection. 
 
4.2 Performance Evaluation of Signature based detection 
 
Packets which are not observed as attacks in signature based 
detection are allowed to enter in the network. Once such 
packets enters anomaly detection phase will start to check 
state of network for any abnormal activities. This phase is 
introduced in this framework to avoid limitation of signature 
based detection. To identify new attacks this phase is used as 
anomaly based detection. In this phase all classifiers are 
trained for normal behavior of network to identify attacks. 
This type of detection monitors the abnormal activity which 
deviates normal behavior of network. Performance of all 
classifier and ensemble method is recorded using anomaly 
based detection. Testing for this phase is also done in real 
time environment. Performance of all classifier along with 
ensemble approach is represented in Table 3. 
 
Table 3: Comparison of performance parameters using 
Anomaly based detection 

Classifier RF IF SVM ANN Ensemble 

Precision 0.88 0.92 0.78 0.84 0.92 

Detection 
rate 

95% 96% 88% 94% 97% 

False 
alarm rate 

0.25 0.15 0.28 0.17 0.13 

Accuracy 93% 95% 89% 94% 96% 

From Table 3 we can observed that new attacks can be easily 
identified by IF and ANN as both classifiers are learning on 
their own to find abnormal activities in network for attack 
detection. RF also provides good performance with 93%of 
accuracy but it is less as compared to other classifiers. SVM 
shows poor performance in anomaly based detection as 
compare to its performance in signature based detection. 
Ensemble approach shows awesome performance in this 
method as well with accuracy of 96%, 0.92 precision, FAR 
reduced to 0.13 and 97% detection rate. Graphical 
representation of performance of IDS using anomaly based 
detection is shown in Figure 4.  
 

 
 
Figure 4: Graphical representation of performance 
parameters for anomaly based detection. 
 
5. CONCLUSIONS 

Proposed hybrid framework provides excellent performance 
in real time environment while working in distributed and 
ensemble approach. IDS system captures data in real time 
environment and analyze it using signature based method for 
attack detection. Dataset used for training and testing is 
CICIDS 2017. As the dataset deals with most modern 
attacks classifiers provides excellent performance in 
detection of real time modern up-to-date attacks. Packets 
which are observed as attacks in this method are rejected 
from network. Mostly up to 90% of attacks are detection 
using this dataset. Packets which are not detected as attacks 
in first phase are analyzed again using anomaly detection 
method to avoid network data loss. Anomaly based detection 
used to observe all packets passed by first phase of IDS for 
any abnormal activity. Sometimes new attacks cannot be 
detected by signature based detection due to lack of 
signatures in dataset. Such attacks can be detected in second 
phase with deviation of behavior. Attack detection in this 
phase avoids entry of intruders in network. Using this 
framework administrator can provide more security to data 
passing in the network and can analyze and detect new types 
of attacks as well.  Experiments are conducted on four 
classifiers as RF, IF, SVM and ANN individually and in 
ensemble. All classifiers are trained for both types of 
methods to detect known as well as unknown attacks. Form 
experiments we can conclude that ensemble approach shows 
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highest performance as compare to any individual classifier. 
However RF also provides good performance in case of both 
types of attack detection. IF classifier shows better 
performance for anomaly based attack detection as 
compared to signature based detection as this classifier can 
easily observe abnormal behavior of packets passing in 
network. SVM classifier shows average performance in both 
methods whereas ANN shows better performance in 
anomaly detection. Excellent performance is shown by 
Ensemble approach as compared to individual classifier with 
highest values in all performance evaluation parameters. In 
future this architecture can be extended further to save and 
create signatures of unknown attacks identified by anomaly 
based detection so that dataset can be updated with these 
signatures for improves performance of IDS in signature 
based attack detection.    
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