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 
ABSTRACT 
Nowadays, consumers use e-commerce websites to find their 
desired products. Some researchers and related services 
collect data from these websites for research purposes. The 
misclassification of the product may distract them from 
finding the right products. Thus, product classification is 
essential in e-commerce websites. Machine learning models 
are widely used to classify the products according to their 
categories. This review presents the supervised learning 
model and its applications in this field. Various articles were 
analysed on the use of different supervised learning models 
for product classification. The review provides different types 
of supervised learning models and its enhancement in dealing 
with e-commerce products data. The findings are crucial for 
other researchers and practitioners that can be used to 
improve their current supervised learning model for 
e-commerce product classification. 
 
Key words: E-Commerce, Supervised Learning Model, 
Product Classification, Review 
 
1. INTRODUCTION 
Online commerce has rapidly grown since the past decade. 
Goods can be purchased not only from physical stores but also 
via online shopping. Consumers are provided with the ease 
and flexibility of shopping as they only have to search for 
products using specific keywords and know the product’s 
availability. There are millions of products on e-commerce 
websites such as Amazon, e-Bay, 11street, and Lazada that 
are participated by thousands of sellers.  
 
Furthermore, many new products are registered on these 
websites on a daily basis. The key component of the success of 
these websites is its quick and accurate retrieval of the desired 
products [1]. Each product is presented by metadata such as 
title, description, category, image, and price that are mostly 
assigned manually by the sellers. Unlike the title and price, it 
is possible to classify the product categories from the 
metadata. The automatic product categorisation can reduce 
time and costs besides improving the accuracy of 

 
 

categorisation of the same product by different sellers [2]. 
These are the reasons that categorising products become the 
key issue in e-commerce. Product classification is defined as a 
text classification with large product taxonomy [3]. It is a 
classic topic for natural language processing where 
predefined categories are assigned to text inputs with 
machine learning techniques. The classification is based on 
significant words or features extracted from the text, such as 
the title and descriptions of the products.  
 
In particular, product classification has three main issues as 
follows: 1) the products are sparsely distributed in a large 
number of categories and the data distribution is quite skewed; 
2) the product titles and descriptions have different length; 
and 3) there is a possibility that the available pairs of the 
current product title and assigned category are incorrect [2]. 
Researchers had conducted studies to overcome these 
problems and provide a good product classification model 
using different methodologies. The product classification is 
based on supervised learning models that are commonly used 
to classify products using either text or image data [4]. Most 
of the studies implement several important steps, such as data 
pre-processing, feature extraction and selection, and model 
selection. Therefore, it is crucial to provide a comprehensive 
review of all the steps in accordance with previous studies.   
 
2. FRAMEWORK FOR E-COMMERCE PRODUCT 
CLASSIFICATION  
 
Figure 1 shows the common overall framework for product 
classification. The framework is constructed based on the 
review of previous literature and a general framework 
regarding product classification. There are several processes 
before classifying the products. First, researchers have to deal 
with the data and feature that are used in the study. The data 
have to be extracted from their source and undergo several 
crucial tasks in the data pre-processing step. Then, the feature 
selection technique reduces its dimensionality. There is a 
need to find an efficient technique to deal with the increasing 
amount of large text data sets. An optimal number of 
attributes or features are required to classify any text 
document as the preliminary condition. There are two ways in 
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Figure 1: Framework for E-Commerce Product Classification  
 

Fulfilling this requirement, which are feature extraction and 
selection. In feature extraction, researchers can identify a new 
set of feature space that is more than the original feature space 
[5]. On the other hand, researchers can select a subset of the 
original feature set in feature selection [6]. Both techniques 
provide significant impact in increasing the accuracy of a 
classification model and its efficiency of the processing time. 
The classification model has to be trained properly to classify 
products into the right category. Hence, researchers proposed 
and applied various machine learning models to classify the 
products.  
 

2.1 Data Extraction 
 
Data extraction can be defined as the process of retrieving 
data from any sources and transform them into a more useful 
format for further processing. This process does not refer to 
the processing or analysis that may happen after obtaining the 
data. Normally, data that were extracted for product 
classification originated from online store websites, where the 
data were obtained from the website pages. Web data 
extraction takes almost unfeasible human time and effort in 
collecting data [7] for ease of data retrieval. There are two 
aspects that become the main concerns in dealing with 
product classification, which are the data source and their 
format. There are two data sources used in previous studies. 
First, they used confidential data that were extracted from 
e-commerce websites or permissions to use data extracted by 
third party companies [8-18]. Studies that used this kind of 
data extraction intended to secure their data from being 
wrongly used by others. However, there were researchers who 
used publicly accessible e-commerce products data sets to 
access the performance of supervised learning models on the 
data sets. This second type of data source makes it possible for 

researchers to explore suitable models to deal with product 
classification, and they can compare their results with 
previous studies that use the same data sets. Meanwhile, 
researchers need to know the format of the data before 
classifying the products. There are two common forms of data 
utilised by previous researchers, which are text and image 
data sets. Out of these two data formats, text data is widely 
used for product classification rather than image data [4]. The 
former data format needs less storage and time to be extracted 
compared to the latter data format. However, some 
researchers prefer to use image data for its high 
dimensionality as features with limited content analysis, 
heterogeneity, and other nuance factors in image-based 
classification performance [19-21]. Table 1 shows a part of 
the open-access data sets used by previous researchers to 
perform their product classification. For the next steps, this 
study focused on explaining the use of text data to classify the 
product.  
 

2.2 Data Pre-Processing 
 
Data pre-processing is a crucial step in dealing with product 
classification. The main objective of this step is to use suitable 
techniques in transforming original textual data into an 
understandable format. Pre-processing is crucial to maintain 
the retrieval performance and improve the accuracy of the 
model. The space to store the document and time requirement 
to process the data can be efficiently decreased with this 
process. It is a complex process for the representation of the 
feature extracted from the textual input. The extraction of key 
features or key terms can enhance the relevancy of word on 
the category and document used in the study. Therefore, 
pre-processing is important to prevent additional problems in 
classifying the products. 
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Table 1: Accessible Data Sets used in Previous Studies 

 
A. General Processes 
 
There are several processes involved in pre-processing, such 
as data cleaning, data integration, data transformation, data 
reduction, and data discretisation. Data cleaning is the initial 
process that solves problems such as missing values, 
inconsistent and noisy data, and detecting error and outliers 
in the raw data. Data integration combines data from different 
sources into one data store. Data transformation has two 
steps: data normalisation and aggregation. The data collected 
for product classification tend to have a skewed distribution, 
and researchers usually normalise the data to fit within the 
range [34]. The next process is data reduction in which the 
volume of the data is reduced without changing the end result 
of the analysis. Data discretisation replaces the numerical 
attributes with nominal ones to reduce possible values of 
continuous that can contribute to a slow and ineffective 
process of machine learning [35]. It is not necessary to 
perform all the steps in pre-processing because the necessity 
depends on the complexity and requirement to transform the 
data into the data-mining-ready structure.  
 
In general, unstructured data such as text and image are more 
complex than structured data. It is hard to classify the 
contents due to their complexity. Text data is one of the 
simplest forms of data that can be generated from various 
sources [36]. It is created in free-form styles, and it is a 
difficult and tedious task to find the attributes to describe text 
data. It is easy for a human to process and perceive text data; 

however, machines have difficulty to understand it. The 
analysis and reports on such data cannot be generated due to 
the lack of structure and dominant characteristics to represent 
each item. Hence, the process requires higher processing time 
to mine the data. This is the reason that pre-processing can 
improve the effectiveness of the mining algorithm, especially 
for text mining. 
 
B. Crucial Tasks 
 
For text data, the pre-processing step in text mining consists 
of three tasks: tokenisation, stop word removal, and stemming 
[37]. Most studies applied these steps to ensure that the data 
are well-prepared before proceeding with text classification 
[38]. Tokenisation divides the whole statement into words by 
removing spaces, commas, and the period from the metadata. 
The purpose of tokenisation is to identify meaningful 
keywords from the textual data [39]. Stop words are used to 
make the text looks heavier and less crucial for analysis, and 
they are removed to reduce the dimensionality of term space. 
Several common words are treated as stop words such as 
articles, pronouns, and prepositions that are not measured as 
keywords in text mining applications [40].  
 
For stemming, it obtains the root or stem of derived words by 
removing the common suffixes and reducing the number of 
words to match the stems accurately. For example, words like 
attraction, attracted, attracting, and attracts all are from the 
word “attract”. Over the years, many stemming algorithms 

Data Source Data Type Related Work 
Rakuten Data Challenge (RDC) 

This data set is taken from www.rakuten.com that contains 800,000 product titles in English 
with their respective multi-level category labels.  

Text [2, 22, 23] 

Open Product Data (OPD) 
This data set is taken from product-open-data.com that contains over 900,000 products and 

their associated brands, which can be entirely downloaded. 

Text [24] 

Product databases of Amazon, Flipkart, Snapdeal, and Paytm 
These data sets are taken from  

https://github.com/sam-chirag/Data-Classification-Using-Machine-Learning-Datas
et  that contains 40,000 products with 1,000 leaf classes. 

Text [25] 

Amazon Review Data 
This data set contains 233.1 million reviews and metadata with 29 pre-categories. 
It is provided based on the per-category files requested by interested researchers. 

Text [26, 27] 

PI100 
This data set is taken from http://research.microsoft.com/users/xingx/PI100.aspx 

that contains 12,000 images, and they are evenly distributed in 100 categories from 
MSN shopping website. 

Image [4, 28 – 31] 

Fashion-MNIST 
This data set is taken from https://github.com/zalandoresearch/fashion-mnist that contains 

70, 000 unique products based on the assortment in Zalando’s website.  

Image [32, 33] 
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have been developed to provide services from different 
domains. Each algorithm has a common way of finding the 
stems of the word variants. The most popular stemming 
algorithm for text document in English is Porter’s stemmer 
[36]. This stemmer is a popular algorithm by Porter (1980), 
which is a suffix stripping sequence of systematic steps for 
stemming an English word. It can reduce the vocabulary of 
the training text by approximately one-third of its original 
size [38]. 
 
Previous studies on product classification emphasised the 
importance of pre-processing in managing the data before 
extracting the features [8]. The process begins with 
tokenisation of product titles and elimination of punctuations. 
In addition, a study found that numbers are used to 
differentiate between single and wholesale categories, and 
prepositions are used to judge product and accessory 
categories [41]. On the other hand, the pre-processing step 
excludes numbers and prepositions. The data sets used for 
product classification are usually skewed category 
distribution [34]. Hence, the normalisation step is needed to 
deal with the data. Most of the product classifications are 
under text mining application; however, the steps that are 
required in the pre-processing depend on the structure and 
behaviour of the data. 
 

2.3 Feature Extraction 
 
A. Common Approaches 
 
In feature extraction, the original features are replaced with a 
smaller representative set without deleting them to reduce the 
space. This technique is often used when dealing with a large 
number of features in input data that affects the processing 
time [42]. It can reduce a huge amount of memory and 
computation as a result. Several techniques are used in 
extracting the feature such as Bag-of-Word, n-grams, Term 
Frequency-Inverse Document Frequency (TF-IDF), cosine 
similarity, Jaccard similarity, Levenshtein distance, and 
feature hashing. N-grams and TF-IDF are commonly used by 
researchers to extract text features [10]. The basic tool for 
feature generation is Bag-of-Word model that transforms text 
data into a “bag of words” where the most similar type of 
characteristics or features are calculated in the form of term 
frequency. However, this technique only considers the counts 
of words and ignores any spatial information from the data. 
This technique causes the loss of word, which is particularly 
problematic in text classification [43]. Therefore, the n-gram 
model is used as an alternative to capture the information 
within the text.  
 
Bag-of-Word model can be treated as a special case of the 
n-gram model where the n value equals to one. The purpose of 
n-gram model is to observe the difference in information from 
the model using one or more words. If there is only one word 
such as pen, cup, and umbrella in the document corpus, it is 

known as 1-gram. Meanwhile, 2-gram or bigram model 
describes the text according to the following units and stores 
the term frequency of each unit as previous. Some of the 
examples for the features of the bigram model are red pen, big 
cup, and colourful umbrella. Normally, the maximum is 
3-grams, and this model depends on the structure of the text 
document used in the study. The standard weighting 
measurement for this technique is term frequency (TF); 
however, researchers can use the term, frequency-inverse 
document frequency (TF-IDF), to judge the class of the text 
documents based on the count of words and content. 
According to the basic concept of TF-IDF, a learning 
algorithm gets more information from the rarely occurring 
terms than frequently occurring terms from a data set. It helps 
to score the importance of terms using a weighted scheme. 
This goal can be achieved because TF-IDF gives weight to 
each word that is represented as a feature. The word counts 
are replaced with the scores obtained from the document 
corpus. Hence, TF-IDF is a useful measurement to extract 
representative features for product classification. 
 
B. Approaches used for Product Classification 
 
Feature extraction plays an important role in product 
classification using text data. Table 2 summarises the various 
feature extraction techniques used for product classifying 
purpose. Among the various research attempts, n-grams 
model is often used to extract data. The preferable models are 
unigram and bigram models because the data are in the form 
of product title or description that does not contain lengthy 
sentences. Hence, both models are useful for product 
classification based on text data.  
 
Table 2: Feature Extraction Techniques for Product Classification 

 

2.4 Feature Selection 
 
In feature selection, the dimensionality of original features 
extracted from the data is reduced by selecting a subset of 
original features. Then, the remaining features are mapped 
into a new feature space.  
 
A. Common Approaches 
 
There are three approaches in performing feature selection: 
filter, wrapper, and embedded. The commonly used approach 
regardless of fields is filter approach [53]. This approach 

Feature Extraction Related Work 
Unigram [1, 2, 4, 8 – 10, 14, 20, 25, 41, 

42, 44, 45, 48 - 50] 
Bigram [20, 25, 42, 44, 51] 
n-gram [15, 22 – 24] 

Skip-gram [10, 17] 
TF-IDF [12, 17, 25, 44, 51, 52] 
Others [1, 12, 42] 
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finds the relevance feature index by estimating the relevance 
of a feature to target categories. Then, the features are ranked 
according to their importance, and an action is done on 
irrelevant features. The action includes measures like 
correlation, mutual information, and entropy to analyse 
general data characteristics in choosing the optimal features 
for the data set. Researchers and practitioners prefer this 
approach because the related measurements are simpler and 
faster compared to the other two feature selection approaches 
[54]. The limitation of this approach is that the calculation 
index is based on a single feature where the interaction 
between features is often neglected. This limitation can lead 
to the discard of the best pair. Hence, the multivariate filter 
approach is introduced to overcome the problem of 
dependencies; however, the time complexity is increased 
compared to the univariate approach [55]. Several techniques 
can be categorised under filter approach, such as the Pearson 
correlation coefficient, chi-square, odd ratio, information 
gain, and mutual information. 
 
The selection of features using the wrapper approach is 
conducted by using the prediction from classifier for a given 
subset. This approach detects similar potential information 
between features [54]. The choice of classifier is important to 
obtain a good feature subset because it is a classifier 
dependent approach. When dealing with text classification, 
the chosen classifier can handle high dimensionality features. 
In addition, researchers need to ensure that the classifier can 
manage noise and multi-label data set. The efficiency of this 
approach depends on the strategy of selecting the classifier 
that achieves high accuracy performance with minimal 
computation time [56]. The crucial problem in overcoming 
the use of the wrapper approach is the over-fitting issue, 
especially for large scale data set. There are two types of 
wrapper feature selection, which are deterministic and 
randomised. Normally, the learning process in the 
deterministic way uses the heuristics way. This action is prone 
to local optimum because it is difficult to determine the upper 
limit on the number of feature in a subset [57]. There are 
various techniques under this approach, such as beam search, 
bidirectional search, sequential forward selection, and 
backward sequential elimination. On the other hand, the 
wrapper approach uses the randomised technique to find the 
subsets with some kind of randomness using the Las Vegas 
wrapper, genetic algorithm, or Monte Carlo models [58]. 
 
The embedded approach is similar to the wrapper approach. 
However, this approach has two elements in a single 
algorithm, which are either filter or wrapper approach and a 
classifier. Specifically, it applies the wrapper approach on 
features that are chosen by the filter approach [59]. It becomes 
a part of the objective function from the classification 
algorithm itself. The embedded approach can reduce the 
computational time for feature selection compared to the 
wrapper approach. Several combinations that can be used 
under this approach are Odd Ratios + SVM-RFE, Support 
Vector Machine with Recursive Feature Elimination, and 

Weighted Naïve Bayes [55]. All feature selection approaches 
have their strengths and weaknesses. Nonetheless, it is 
concluded that embedded or hybrid feature selection approach 
is the most beneficial approach among the other approaches 
because it can overcome the limitations in filter and wrapper 
approaches. 
 
B. Approaches used for Product Classification 
 
Feature selection plays an important role in product 
classification using text data. Table 3 summarises the various 
feature selection techniques used for product classification. 
Most studies used filter approach compared to the others. It is 
easier to implement this approach compared to other 
approaches. The preferable techniques include 
correlation-based and information gain.  
 
Table 3: Feature Selection Techniques for Product Classification 

 

2.5 Data Partition  
The supervised machine learning model is used to build a 
model to assign data to their predefined classes. The model is 
normally tested on independent data set, and the prediction 
accuracy provides the information about the performance of 
the classifier [62]. Hence, researchers have to split the overall 
data into multiple chunks such as training, validating, and 
testing parts in developing the model. However, many studies 
for product classification classified their data set into two 
chunks, which are training and testing parts [1, 2, 4, 9, 10, 12, 
14 – 16, 20, 23, 24, 32, 33, 41, 42, 44 – 46, 48 – 51, 60, 63 – 
67]. These researchers used various partition ratios that 
randomly split the data into approximately 70% and 30% for 
training and testing parts, respectively [68]. Some researchers 
mention that the validation part is important to avoid model 
overfitting [2, 3, 8, 11, 17, 18, 22]. It is necessary to have a 
validation data set as well as the training and test data sets 
when adjusting any classification parameter [69]. 
 
Training and validation are usually conducted with 
cross-validation to find the best parameters for a classifier 
[70]. It is a resampling procedure to evaluate supervised 
learning models on a limited data sample. The procedure 
consists of a single parameter known as k, where it defines the 
number of groups to be split into a given data sample. K-fold 
cross-validation uses various k values, but there is a 
bias-variance trade-off related to the chosen value [71]. Thus, 
researchers often use k = 5 or k =10 in performing k-fold cross 
validation because these values are not affected by the 

Feature Selection Related Work 
Correlation-based [9, 46, 48, 49] 
Information Gain [14, 41, 50, 51] 

Mutual Information [10, 50] 
Chi-Square [25, 50] 

PCA [52, 60, 61] 
K-Means  [9, 60]  



Norsyela Muhammad Noor Mathivanan et al., International Journal of Advanced Trends in Computer Science and Engineering, 9(1.4), 2020, 703  - 713 

708 
 

 

excessively high bias and variance [71]. Previous researchers 
used this procedure to build their supervised learning model 
for classifying products [4, 15, 23, 44, 50, 66]. Besides k-fold 
cross-validation, a bootstrapping technique is also useful in 
validating supervised learning models for product 
classification [69].  
 

2.6 Classification  
 
Data classification is conducted using the machine learning 
model. Machine learning is the study of computational 
methods to improve the performance by utilising the 
knowledge from experience [72]. It aims to teach machines to 
handle data efficiently. Various studies revealed the methods 
to construct machines that can learn by themselves [73 – 75]. 
Machine learning has been applied not only for educational 
purposes but also for aiding industries to make good decisions 
based on the availability of their project-related data. Machine 
learning algorithms can either be supervised or unsupervised. 
There are several machine learning algorithms that use 
different approaches, such as semi-supervised and 
reinforcement learning [76]. However, supervised and 
unsupervised learning models are the main approaches in 
applying machine learning model. The difference between 
these two main models is the label in the training data subset. 
 
Technically, the unsupervised learning model is used to group 
or cluster unlabelled data. On the hand, the supervised 
learning model is used to classify data with predefined 
categories. When performing classification, researchers use 
algorithms under supervised learning models; some of them 
use unsupervised models to support and enhance their 
supervised learning model performance. When a supervised 
learning algorithm achieves an acceptable performance level, 
the learning process will stop. It performs an analytical task 
using the training data before constructing the contingent 

functions to map new attribute instances [29]. The algorithms 
need sufficient pre-specifications in describing data 
behaviour. Then, they can be used to produce the desired 
outcome and high-level performance model.  
 
Algorithms related to supervised learning model can predict 
and classify the predetermined attribute. The model efficiency 
can be evaluated using a range of performance metrics such as 
accuracy, precision, recall, F1-score, and Area under the ROC 
Curve (AUC). All of these evaluation measures have their 
own technical interpretation and well-defined relationship; 
they can be linked to each other according to certain use of 
cases. For product classification, most studies used accuracy 
as the main evaluator for their supervised learning models [2 
– 4, 9 – 11, 14, 32, 33, 41, 46, 49 – 51, 60, 63 – 65, 67]. Most 
of them supported their results with good precision and recall 
values besides accuracy to evaluate the performance. Several 
studies argued on the limitation of predictive accuracy as the 
main standard in classification [45]. There were researchers 
that used other measurements such as F1-score [1, 10, 12, 16 
– 18, 22 – 25, 47, 48], Area Under Receiver Operating 
Characteristic Curve (AUROC) [15], and error analysis [3, 4, 
44]. There was a study that proposed a new approach for 
performance measurement or also known as average revenue 
loss to evaluate product classification model [45].  
 
3.  SUPERVISED LEARNING MODELS 
APPLICATION ON PRODUCT CLASSIFICATION 
 
Product classification can be seen as a supervised 
classification problem where the target classes are the product 
categories, and the features are extracted from product 
information such as title, description, or image. Figure 2 
shows the supervised learning models used in common 
models by previous researchers without any improvisation. 
These models were the benchmark models to compare the 
proposed models.  
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Figure 2: Product Classification based on Machine Learning Models 

 
There is a considerable body of literature on product 
classification. Most studies used text data in classifying 
products. Besides, there were initiatives that used image data 
[32, 33]. Some researchers argued that one source of data is 
insufficient to provide a good classification model [3, 20, 24]. 
Hence, they used both text and image data sets to build their 
classification models. They had to collect the data by 
themselves because most of the data were available in either 
one of the forms. Figure 2 shows the supervised learning 
models used to classify various e-commerce products. Most 
studies used the support vector machine (SVM) and naïve 
Bayes (NB) models. Meanwhile, the convolutional neural 
network (CNN) was commonly used when researchers dealt 
with product images as the features.  
 
A recent study revealed that a neural machine translation was 
a better model to classify e-commerce data from Rakuten Data 
Challenge (RDC) and Rakuten Ichiba [69]. This classification 
model works by translating a natural language for product 
into token sequences that constitute a root-to-leaf path in 
product taxonomy. The model was compared to the Deep 
Belief Network (DBN), K-Nearest Neighbor (KNN), and the 
fusion of these two models. Besides, another study proposed a 
model known as Attention CNN [23]. This model was proven 
superior compared to (Gradient Boosted Tree) GBT model. 
Additionally, a fusion of KNN and SVM was proposed to 
classify products from eBay.com [41]. The benchmark models 
for the study were NB and KNN where the performance of 
both models was lower than the proposed model. Previous 
researchers revealed that the current models might not be 
sufficient to classify products, especially large scale data sets.  

 
Besides, researchers often faced difficulties when applying 
the conventional procedures on product title classification 
[44]. They used many combinations to increase the accuracy 
of the classification model. Recent studies showed that the 
combination of classification and clustering models could 
provide better classification result [77, 78]. The clustering 
algorithm is often used to group unlabelled data into a 
homogeneous group based on the selected features. It is a 
crucial tool to solve unsupervised learning problems. The 
purpose of the clustering algorithm is to classify the data into 
groups that share almost similar features. There are some 
properties that should be fulfilled to ensure that the 
performance of a clustering algorithm can deal with noise and 
uncertainty besides data with high dimension and different 
types of attributes.  
 
4. CONCLUSION 
 
This paper provides a review of various supervised learning 
models that are a part of machine learning to classify 
e-commerce products. First, all steps for product 
classification were studied. Pre-processing is a crucial step to 
manage and clean the raw data set before extracting the 
features for the input of the classification models. Several 
feature extraction and selection techniques were used for 
product classification to provide good features in developing 
the models.  
Then, various supervised learning models that were currently 
used in product classification were studied. Several studies 
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described the issues. Based on the issues, this study listed the 
common models used to solve product classification 
problems. In addition, this study found some improvisation 
on supervised learning models, specifically for product 
classification. The summarisation of improvised models can 
provide insights on an efficient and effective classification 
model for product classification. 
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