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Lending Club Default Prediction using Naïve Bayes and Decision Tree 

 

ABSTRACT 
 
Currently P2P lending is one of the most emerging disruptors 
in the financial sector. Lending Club is a P2P platform based 
in America. Besides its flexibility to give instant lending this 
industry have high risk for their investors to lending money. In 
order to mitigate this risk, this study aims  to predict the 
default risk using decision tree J48 and naive bayes. One of 
the results in this research show that J48 and Naïve Bayes are 
both good in  predicting the default in P2P lending sector. 
Another contribution of the paper might be useful for similar 
companies to see which factors that influence the most to 
default loan status. 
 
Key words: Lending Club, Naive Bayes, Default, Decision 
Tree, J48 
 
1.  INTRODUCTION 

 
Peer-to-peer (P2P) lending are money lending activities 

directly from each individuals without intermediaries from 
financial institutions [1]. Because of this, individuals allowed 
to lend and borrow directly on an Internet-based platform, 
without the involvement of financial intermediaries. In P2P 
Lending, borrowers apply for lending, called listings, by 
determining loan details, such as the loan amount and 
description. Then, potential lenders are permitted to take part 
in determining the amount of the loan they will give. If the 
total dollar amount requested by a list is fulfilled within a 
specified time period, the list becomes a loan [2]. P2P Lending 
can be seen as an example of removal of intermediaries in 
financial section [3], [4]; as another technological interference 
for financial triggered by the existence of Internet; as a case of 
collaborative economics [5], or even as a platform to give 

lending to financially excluded people [6]. Because the 
traditional financial intermediary have been excluded, and 
dynamic environment that utilizes the collective intelligence 
of the crowd are made, P2P lending have the capability to 
reduce financial costs and improve financial market efficiency 
[2]. 

It is interesting to see how the credibility of the borrower 
can be filtered in this type of lending. Therefore many 
previous researches  tried to predict the default of the lending 
data, from the Lending Club. There are some statistical 
techniques used to asses credit and predict the default. One of 
the most extensive technique that used by many researchers is 
logistic regression because it has the capability to predict  with 
an accuracy that is not significantly different from the newer 
techniques [7]. The best results are that the test sample will be 
collected later than the training sample, to ensure inter-time 
validation. This has been done in this paper [1]. 

The aim of this study is to find what is the most significant 
attribute affecting default status based on  Naïve Bayes and 
Decision Tree algorithm. Beside, we want to know which 
algorithm is the better with respect to the lending club data set. 
Using the data from Lending Club from 2017 until 2018, we 
found more than 1 million transaction data and filtered to 600 
thousand data.  

The structure of this paper is as follows. Section 2 gives 
the theoretical and empirical discussion related to P2P lending 
that has been done before, Section 3 concerns with data 
understanding and also the data modeling. Section 4 presents   
the results of the experiments of the default prediction, and 
finally in Section 5 the findings are discussed some 
conclusions were drawn from the whole process. 

 

Mogi Jordan Christ 1, Rahmanto Nikolaus Permana Tri2, Wiranto Chandra3, Tuga Mauritsius4 
 

1Information Systems Management Department, BINUS Graduate Program-Master of Information Systems 
Management,Bina Nusantara University,Jakarta, Indonesia, 11480,  

 jordan.mogi@binus.ac.id 
2Information Systems Management Department, BINUS Graduate Program-Master of Information Systems 

Management,Bina Nusantara University,Jakarta, Indonesia, 11480,  
 nikolaus.rahmanto@binus.ac.id  

3Information Systems Management Department,BINUS Graduate Program-Master of Information Systems 
Management,Bina Nusantara University,Jakarta, Indonesia, 11480,  

chandra.wiranto@binus.ac.id 
4Information Systems Management Department,BINUS Graduate Program-Master of Information Systems 

Management,Bina Nusantara University,Jakarta, Indonesia, 11480,  
 tmauritsus@binus.edu 

 

    ISSN 2278-3091              
Volume 8, No.5, September - October 2019 

International Journal of Advanced Trends in Computer Science and Engineering 
Available Online at http://www.warse.org/IJATCSE/static/pdf/file/ijatcse99852019.pdf 

https://doi.org/10.30534/ijatcse/2019/99852019 
 

 

 



      Mogi Jordan Christ et al.,  International Journal of Advanced Trends in Computer Science and Engineering, 8(5),September - October 2019, 2528- 2534 

2529 

 

2. LITERATURE REVIEW 

2.1 Naive Bayes 

Naive Bayes is used to make a prediction to a certain 
variable based on another attribute [8] and it’s subordinate of 
supervised learning based classification as did in [9,30,31]. 
This method has a dependent variable as the targeted attribute 
that influenced by the independent variable based on 
frequency and combination to generates future predictions 
[10]. In details the formula of bayes algorithm (figure 1) 
described as follows :  

 
Figure 1: Naïve Bayes formula [10]. 

 
It also could be written as posterior = (prior x 
likelihood)/evidence [10]. Overall this method is one of 
common algorithm that has been widely used around the 
world due to its ability to accurately predict a target variable. 
Despite of its advantages, Naïve Bayes also has some potential 
drawback such as tend to have high bias results as pointed out 
in [11]. 

Naive Bayes algorithm is a probabilistic model that’s used 
to produce prediction based on independent variables that will 
affect the targeted variable where it’s have strong 
independence (bias) assumptions among the features. 

2.2 Decision Tree 

In general decision Tree is a data mining methodology that 
separates data to sub-set, and the purpose of this method is to 
filter, insert and process the data into sub-tree  then find the 
group with the lowest cross-validation error [12]. This method 
furnishes a clear indication of what fields are most vital for 
forecast or classification & gives understandable rules [13]. ]. 
J48 is one of decision tree algorithm category where this 
method has advantages than ID3 such as manage data with 
missing value of variable, cutting decision tree after created, 
and it’s still could reproduce normalized data with the smaller 
sub-tree [14]. To make it easier to understand, Figure 2 shows 
how decision tree J48 works in general 

.      

Figure 2: Concept of decision tree [14]. 
                        

Decision tree is a classification technique that is commonly 
used used in machine learning to predict or classified data by 
separating each of it into sub-data and use the one with lowest 
error rate as the results. This method also have several variants 
such as ID3, Random Forest to mention a view. However this 
paper uses J48 algorithm to process the data since it’s 
capability to normalized the data into smallest tree and have 
advantages to minimize pruning error. 

2.3 CRISP-DM 
      This framework is common methodology that used as 
guidance in order to analyzed the business problems as well as 
the data [15]. First steps in this theory is to understand the 
business process to get the requirement for going into the data 
Understanding. Second, Data understanding is a process where 
to get essential data that match with the business goals. Third, 
Data preparation is to normalized or clean the data, derived 
attributes, and integrate the data.  after normalized the data, 
the next step is to choose the algorithm that will give accurate 
results, these algorithms is depends of business & data needs 
then run the algorithm to get the results.  Fifth, analyzed the 
results if the goals achieved then write the report but if not 
back to first step [16].  

     Based on explanation above, CRISP-DM have 5 steps 
;business understanding, data understanding, data preparation, 
modeling, and evaluation to see if the data already match the 
expectation of business problems or not (Figure 3). As 
described before this method commonly used in the data 
mining world in order to start project and solve business 
problems with data driven approach. 

 
2.4 P2P Lending 

Peer-to-peer (P2P) lending are money lending activities from 
individuals to other individuals, without intermediaries from 
financial institutions [1]. Because of this, individuals allowed 
to lend and borrow directly on an Internet-based platform, 

Figure 3: CRISP-DM Step. 
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without the involvement of financial intermediaries. P2P loans 
are risky activities because individuals lend their money to the 
other individual, not by companies which transfer credit risk. 
Credit risk is the potential of what impact any real or 
perceived changes financially in the credit worthiness of the 
borrower, while credit worthiness is the willingness and ability 
of the borrower to pay [17]. Credit scores are numbers that 
represent an assessment of a person's credit worth, or the 
likelihood that the person will pay his debt [18]. It is still 
confusing whether credit scoring will be another disruptige 
innovation,[19], but it is clear that P2P lending are fast 
spreading globally [20].  

 
2.4 Related Works 

Kumar et al [21], predict the default status of lending club 
with decision tree, random forest, and bagging. With 276169 
datasets and 70 attributes. With the result in decision tree 
81.3% accuracy, in random forest with 88.5%, and in bagging 
with 88.35% accuracy. Teply et al [22] with 212280 datasets 
and 23 attributes with the result on Naïve Bayes 78.36 % 
accuracy. 

 
Yujin et al [23] predict 10 important feature through data-
driven analysis with random forest and correlation matrix and 
classify the result into 3 categories. 

 
Serrano cinca et al [1] analyze if the information provided by 
P2P Lending club which is a grade determined by them 
asymmetry with the reality happened. Resulting a positive 
result toward the hypothesis where the people with A Grade 
have 94.4% return rate and decreased gradually to 61.8% in G 
Grade. Xuchen Lin et al [24] developed a quantitative model 
of default prediction, with the attribute from previous 
research. 
 
Qian et al [25] write a paper to predict default in P2P Lending 
with LSSVM and BABP Neural network with a result of 
92.17% and 91.45%. 
 
Li et al [26] proposed a multi-round model to predict default 
in P2P lending with  XGBoost, DNN and LR for an 
organization in china. The AUC value result is 0.7869 and 
after some boosting and ensembling it increased to 0.7891.  
 
Malekipirbazari and aksakalli [27] want to predict default in 
P2P lending with Random Forest, resulting a good accuracy 
but with a limitation from that approach is that this algorithm 
classified some of the good borrowers are bad. 
 
Ge et al [28] study the relationship between social media 
information with the borrowers worthiness in online P2P 
Lending. Resulting two result. First, for all borrowers in P2P 
loans, the decision whether to disclose their social media 
accounts can be used as a predictor of their default probability. 
Second, for borrowers who choose to disclose their social 
media accounts, their social media presence, such as the scope 
of their social networks and the number of messages they post 
on social media sites, can predict the probability of default. 

 
Fitzpatrick and Mues [29] compared four techniques for the 
purpose of predicting mortgage defaults. These two techniques 
are rooted in machine learning: Boosted Regression Trees 
(BRT) and Random Forests (RF), and the other two are 
statistical model: penalised Logistic Regression (LR) and 
semi-parametric Generalised Additive Models (GAMs). The 
result show that BRT and GAM are better in overall than the 
other algorithm 

 
3. RESEARCH METHOD 

For this research, the device used to run the prediction is PC 
with processor intel i7 6700 3.4 GHz, Nvidia RTX 2080 12 
GB, 16GB memory, SSD 128GB, HDD 2TB.  

3.1 Data Understanding 

The data downloaded on the lending club’s website where the 
date range from Q1 2016 - Q4 2018. This data contains 
transactions that occurred in Lending Club where attributes 
such as annual income, home_ownership, installment, grade, 
etc that will be useful as predictor variables in order to analyze 
probabilities of the future loan status. 
3.2 Data Preparation 

Data combine from Q1 2016- Q4 2018 which contains 1 
Million data.  The data is cleaned, all data that contains 
“Current”, “Late” as the loan_status value are deleted because 
those data cannot give information for default prediction, and 
data that contains “Charged Off” as loan_status values are 
changed to “Default”. 
 
After Data cleaning and filtering, the data remained to be used 
for more analysis, are 628408 data. After that we cleansed the 
data, by deletting some attribute. The attribute that contain 
only 1 data value will be deleted. The attribute that has blank 
data or zero data more than 90% of the total data, will be 
deleted. The most affecting attribute are job title, because it 
contains so many symbolic character that WEKA cannot read 
as attribute, and there are so many variance of data that will 
not affect the relation to P2P lending default prediction. The 
total attributes that we used after data cleansing and 
normalization is reduced from 152 to 86 attributes. Figure 4 
presents the meaning of main 10 attributes out of 86 attributes 
that are used in  this paper. A complete list of the attributes 
can be found in [32]. 
 
The attributes are then included in the analysis using several 
algorithms like Naive Bayes and J48 to see and compare the 
prediction accuracy, comparison of the confusion matrix, & 
ROC curve between those two algorithms. 
 
Here some attributes that we delete because lack of data 
variation “pymnt_plan”, ”policy_code”, ”hardship_flag” ,etc. 
Data that a lot of blank  “next_pymnt_d”, ”annual_inc_joint”, 
”dti_joint”,etc  and some not important data such as 
“id”,”emp_title”,”url”,”desc”,etc. 
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Figure 4 Part of data dictionary of lending club attributes, 

listed only 10 out of 86 attributes used in this paper. 

3.3 Data Modelling 

In this research, the software that is used to do the modeling is 
Weka. The modeling techniques used for this research are 
Naive Bayes, Decision Tree. 
 
The first method used is Naive Bayes because it assumes that 
the features are conditionally independent. Based on the 
training sample, the previous probability of each class and the 
conditional probability of each feature are obtained. This 
method has a dependent variable as the targeted attribute that 
influenced by the independent variable based on frequency 
and combination to generates future prediction . 
The last one is the Decision tree, which is a powerful 
classification algorithm and has been widely used. There are 
many types of Decision Tree. In this research, we used the J48 
model. decision tree is a classifier that used by machine 
learning to predict or classified data by separating each of it 
into sub-data and use the one with lowest error rate as the 
results. this method also have several category, however this 
research used J48 algorithm to process the data since it’s 
capability to normalized the data into smallest tree and have 
advantages to minimize pruning error. For this research, the 
configuration in J48 that used are minimum number of object 
50, unpruned true, and useLaplace true. 
 
4. DISCUSSION 

To evaluate prediction performance, a 10-fold cross-validation 
approach is used, and the following metrics are obeserved; 
Prediction accuracy, Confusion matrix, and ROC Curve. 

4.1 Naive Bayes 

Using the Naive Bayes algorithm with loan_status as the 
targeted variable and 10 folds of cross-validation, the resulted 
confusion matrix is presented in Table 1. The accuracy of this 
test is 84.74%. Using Naïve Bayes we got that Area under 
ROC  is 0.943. In figure 5 the X axis gives the data about false 
positive rate and Y axis represents the data about true positive 
rate. In figure 6 the X axis  give the data about instance 
number rate and Y axis give the data about precision. This 
algorithm ran for 8.29 seconds to build the model.  

Table 1: Confusion Matrix Naïve Bayes 

 Predicted 
Default 

Predicted Fully 
Paid 

Condition 
Default 

123622 11755 

Condition 
Fully Paid 

84096 408935 

 

 
Figure 5: False positive rate (x) compares to True positive 

rate (y) of Naïve Bayes algorithm. (ROC Curve) 

 
Figure 6: instance number rate (x)  compares to precision (y) 

of Naïve Bayes algortihm. 
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4.2 Decision Tree 

The decision tree algorithm that we use is J48 with some 
parameter changing, we change minimum number of object 
from 2 to 50 and we also change unpruned and useLaplace 
from false to true for Peer to Peer lending dataset. The model 
of J48 algorithm shows that “last_pymnt_amnt” attribute as 
the primary split then continues with “total_rec_prncp”, 
“loan_amnt”, etc. The result of this test is  99,88 %. Based on 
the test result, the most influence variables are 
total_rec_prncp, last_payment, loan_amnt, installment, and 
funded_amnt_inv. It took 184.35 seconds to build the model. 
From that model we get number of leave is : 1341 and size of 
the tree is 1433.  
 
For figure 7, X axis represnts the data about false positive rate 
and Y axis gives the data about true positive rate resulting 
from applying J48 to the dataset. In Figure 8 X axis gives the 
data about instance number rate and Y axis gives the data 
about precision. 

Table 2: Confusion matrix decision tree 

 Predicted 
Default 

Predicted Fully 
Paid 

Condition 
Default 

134403 974 

Condition 
Fully Paid 

103 492928 

   

 

The confusion matrix obtained from implementing the J48 
algorithm to the dataset is shown in Table 2. It can be seen 
that most of the samples fall in the main diagonal. 

 
Figure 7: False positive rate (x) compares to True positive 

rate (y) of J48 Algorithm. (ROC) 

 
Figure 8: instance number rate (x)  compares to precision (y) 

of J48 Algorithm. 
 

From this research we could see that from this two algortihm, 
decision tree resulting in better accuracy and AUC area. But it 
takes longer time to run. 

5. CONCLUSION 

From this research, financial technology like online peer-to-
peer (P2P) lending is the current trend that already disturbed 
the finance industry. However, this industry has a great risk 
that needs to be managed in purpose to survive in the market. 
This research use data from landing club to predict & mitigate 
default risk of online P2P lending. 
 
From the experiments above, decision tree J48 has performed 
very well to predict the default risk, where the accuracy is 
99%, an average of ROC is 0.99, and the most influencing 
attributes are Total_rec_prncp, last_payment, loan_amnt, 
installment, and funded_amnt_inv. Next is Naive Bayes that 
has 84.74% accuracy we got that Area under ROC  is 0.943. It 
is absolutely better than previous research, but there are some 
weakeness of this research, the tendencies of overfitting are 
very high, because of the data cleaning that is not very good. 
However the accuracy is better then the previous research 
 
For future research, it’s interesting to see which factors that 
have the influence to accept future lending from new users 
because it could prevent larger default risk on the entry phase, 
looking to solve the tendencies of overfitting. 
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