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ABSTRACT 
Sentiment analysis has become one of the most common 
method to classify stock market behaviour. Moreover, 
sentiment analysis has gained a lot of importance in the last 
decade especially due to the availability of data from social 
media such as Twitter. However, the accuracy of stock market 
classification models is still low, and this has negatively 
affected the stock market indicators. In this research, a model 
for GCC stock market classification based on sentiment 
analysis is constructed. It is designed to enhance the 
classification accuracy by the incorporation of tweet 
timestamp and location features, stock market domain expert 
labelling technique and the construction of a hybrid Naïve 
Bayes classifiers to classify the stock market sentiments. The 
methodology for this research consists of six phases. Data 
collection, labelling technique, data pre-processing, 
classification, performance and evaluation, and the final 
phase is recognition for the stock market behaviour. The 
model produced a significant result in classifying stock 
market behaviour with accuracy more than 89%. The model is 
beneficial for investors and researchers. For investors, it 
enables them to formulate their plans based on accurate 
indicators whereby it reduces the risk in decision making. For 
researchers, it draws their attention to the importance of 
feature engineering, labelling technique, and the classifiers 
hybridization in enhancing the classification accuracy. 
 
Key words: Expert labelling, Hybrid Naive Bayes classifiers, 
Sentiment analysis, Stock market classification, 
Timestamp-Location features. 
 
1. INTRODUCTION 
 
Investors and businesspeople need to decide on an effective 
approach to improve the outputs of their investments and to 
avoid massive financial losses, mainly on investment in the 
stock market [1], [2]. The stock market is important because a 
company’s stock prices play a pertinent role in all economic 
sectors [3], [4]. The global increment of the stock exchanges 
has raised the need for an in-depth decision-making tool 
using a stock market classification model [5], [6]. 

 
Accurate classification of the data sources in the stock market 
domain is necessary for investors to make suitable decisions, 
such as selling or buying stocks [7], [8], [9]. These kinds of 
investments need a pattern [10], [11] to assist decision makers 
in the stock market reach the right decision with minimal risk 
[11], [12]. To determine a suitable pattern, trends must be 
followed by observing the reactions of consumers to 
everything related to the product, such as the quality and price 
reported in company financial reports. 
 
This reaction pattern can be easily captured by following 
social media to identify consumer reactions, such as posts and 
tweets [13], [14], [15] as well as companies’ financial reports 
[16], [17]. For example, when a service company shares a 
tweet as an announcement about new services, if the 
customers tweet positively this will lead to an increase in the 
demand of that company’s stocks. On the other hand, 
negative tweets will lead to a decrease in demand for the 
stocks. The last possibility is a neutral tweet, which does not 
affect the demand for stocks [13], [18]. These reactions 
represent valuable data: tweets can be mined and analyzed in 
order to construct useful indicators of these data to support 
and help the decision makers in selling or buying stocks on 
the stock exchange [19], [1]. 
 
Accessing a pattern with high degree of accuracy is still a 
major challenge for researchers in the domain of stock market 
classification using sentiment analysis on [20], [21], [22]. 
Stock market classification models still suffer from low 
accuracy in classification [23], [24], [25]; this affects the 
reliability of the stock market indicators which are extracted 
by following and analyzing social media data and stock prices 
[13], [26], [27]. 
 
Various factors can affect the results of a stock market 
classification model, including features such as company 
name, location and volume [28], [29], [30], [31], [32]; 
labelling technique [33], [34], [35]; and classification method 
[29], [30], [36]. 
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From the dataset, important features such as the number of 
keywords and the interval of data collection can affect the 
performance of the model [29], [32], [31]. An instance of 
labelling technique affecting a stock market classification 
model is training using prior lexical knowledge; 
auto-labelling uses a lexical base to define the keywords’ 
polarity as positive, negative or neutral [37], [34].Machine 
learning (ML) classifiers depend on the research 
requirements [29], [36]; for example, dataset size (large or 
small), dataset type (numbers or text), features, and parameter 
sets. This research therefore focuses on these factors because 
they have a significant direct effect on the reliability and 
accuracy of the stock market classification model [38], [39], 
[40], [41]. To predict stock market behaviour, different ML 
classifiers are used to perform sentiment analysis on Twitter, 
including the Support Vector Machine (SVM), Decision 
Trees and Naïve Bayes Classifiers (NBCs) [42], [43]. These 
classifiers must be chosen according to the requirements of 
the research domain and the research data [44], [45]. 
 
This research focuses on specific spatial and temporal 
features to distinguish the relationship of every feature to 
classification accuracy. It also assumes that expert labelling 
directly impacts classification accuracy. This assumption 
requires the parameters to be defined to show the effects of 
labelling technique individually. As the research domain 
involves the stock market, the classification findings have to 
be prompt and precise, with the ability to classify the different 
labelled datasets that represent real consumer reactions. The 
features, dataset and research domain that constitute the 
requirements of the research become the basis for the 
implementation of sentiment analysis on Twitter. This is done 
by hybridizing NBCs to produce a stock market classification 
model with increased accuracy of classification, and hence 
supporting the stock market decision-making process. 
 
NBCs are selected because Naïve Bayes (NB) models with 
appropriate pre-processing are competitive with more 
advanced methods such as the SVM classifier [46], [47]. NB 
models are also essential here for the following reasons. First, 
the role of each of the proposed features of the classification 
theory can be proven through naïve assumptions, that is by 
assuming the independence of features; NB models simplify 
the calculation of probabilities by supposing the probability of 
each attribute belonging to a given class value is independent 
of all other attributes [42], [48]. Even though this assumption 
is strong, it provides fast and effective results [47], [49]. 
 
Secondly, the role of expert labelling in classification 
accuracy can be proven by defining parameters that 
subsequently tune the ratio of the labelled and unlabelled 
tweets. By hybridizing Semi-Supervised Naïve Bayes (SSNB) 
[50], [51] with Multinomial Naïve Bayes (MNB) [52], [53] 
and Bernoulli Naïve Bayes (BNB) [54], [55], the performance 
of the classification model using an expert labelled dataset 
and a general auto-labelled dataset [56], [57] can be judged. 
 

Thirdly, NBCs represent four model estimators [42], [43]; the 
different models work to support the proposed model by 
endorsing the evaluation of the final results and the validity of 
each test using Bayes theorem and Naïve assumption [58], 
[59], [57]. 
Eventually, this research aims to classify consumer reactions 
for the purpose of assisting investors in stock market 
exchange to realize the situation of the company in the market 
based on the classification model’s results. All NB models are 
simple to build; users are easily trained, and the method 
provides quick results [60], [61], [62], [63]. These models’ 
attributes support the research domain requirements as users 
require rapid training and results, as well as providing high 
accuracy and excellent performance [13], [27]. 
  
2. RELATED WORK 
 
This section reviews the latest stock market classification 
models using sentiment analysis on Twitter as shown in 
section 2.1 and 2.2. 
2.1 Stock Market Classification Model using Sentiment 
Analysis on English Tweets 
 
[64] has developed a stock market classification model using 
sentiment analysis of English tweets. He first tested the 
effectiveness of different ML methods on identifying a 
positive or negative sentiment from the tweets, applying his 
findings to two tasks: first, examining the relationship 
between Twitter sentiment and the stock prices; and secondly, 
locating which words in the tweets correlate to the impact in 
stock prices through a post-analysis of price shift and the 
tweets. Figure 1 shows the stock market classification model 
developed by [64]. 

 
Figure 1: The Proposed Model for Stock Price and Significant 

Keyword Correlation 
 

[65] also proposed a stock market classification model using 
sentiment analysis on English tweets. The model has four 
steps, Figure 2 shows [65] model. 
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Figure 2: The Proposed Model by [65] 

 
[65] supported their model with Azure ML, as shown in 
Figure 3. 
 

 

 
Figure 3: MS. Azure ML [66] 

 
[67] proposed a model to classify the Indonesian stock market 
using simple sentiment analysis based on ML algorithms 
including SVM, NB, Decision Tree, RF, and Neural Network 
algorithms to classify tweets. Figure 4 shows the model 
proposed by [67]. 
 

 
Figure 4: The Proposed Model by [67] 

 
Finally, [68] developed model a to collect and process past 
tweets then test the effectiveness of different ML methods 
such as BNB and SVM for providing a positive or negative 
sentiment on the tweet. They employed the same ML methods 
to analyze how the tweets are correlated with the stock market 
price behaviour. Figure 5 shows the model proposed by [68]. 
 

 
Figure 5: The Proposed Model by [68] 

 
 

2.2 Stock Market Classification Model using Sentiment 
Analysis on Arabic Tweets 
 
[69] study represents one of the few studies that has 
undertaken in Arabic sentiment analysis. It explains the 

significance of the pre-processing step as a key factor in 
achieving a high level of accuracy of sentiment analysis. The 
research was introduced for Saudi stock market tweets. It 
endeavored to clarify the relationship between Saudi tweets 
and the Saudi market index, using different implementations 
of KNNs, SVM, and NB algorithms. Figure 6 shows the 
model proposed by [69].  
 
 

 
Figure 6: The Proposed Model by [69] 

 
[70] also have proposed a sentiment analysis model as shown 
in Figure 7 for the SA stock market using sentiment analysis 
on Arabic tweets. It classifies the tweets into positive, 
negative or neutral, focusing on the role of the neutral class. 
The model was built based on the hybridization of ML 
classifiers such as SVM and NB, and the data pre-processing. 
 

 
Figure 7: The Proposed Model by [70] 

 
The last model in the domain of Arabic tweets was proposed 
by [71]; they aimed to enhance the labelling process, which 
has a direct impact on the reliability of the classification. 
Figure 8 shows their proposed model.  
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Figure 8: The Proposed Model by [71] 

 
In summary, the common gaps observed in the reviewed stock 
market classification models are as follows. First, the 
collected tweets are not related to a specific company’s 
services or products (To track the analysis of supply and 
demand based on consumer reactions about these services or 
products). Secondly, the labelling technique applied needs to 
be closer to the research domain (stock market). Thirdly, 
features are selected based on the generated corpus of tweets, 
rather than on the research domain fundamentals and 
requirements; this increases the size of the important features 
and reduces the size of the unnecessary features. Fourthly, the 
researchers randomly selected a supervised ML without 
relying on the research domain requirements, such as the size 
of the data set and the required features. Fifthly, all but one 
[70] classified the collected tweets as positive or negative 
polarity, ignoring the neutral position. Sixthly, the reviewed 
classification models suffered from low levels of accuracy, 
even that by [69]. Finally, greater reliability is required, for 
example by classifying more than one data set [72], [73], [74], 
[75]. 
 
3.  THE GCC STOCK MARKET CLASSIFICATION MODEL 
 
This research has constructed and implemented a stock 
market classification model to serve foreigner investors 
looking to invest in stock markets outside their own countries, 
especially in GCC, by providing them with accurate 
information about the behaviour a company’s stock over a 
specific period. The model analyses the tweets using 
sentiment analysis based on HNBCs. Figure 9 shows the 
model using sentiment analysis of English tweets based on 
HNBCs as ML classifier. 
 

 
Figure 9: The Implemented Stock Market Classification Model 
using Sentiment Analysis on English Tweets based on HNBCs. 

 
Figure 10 shows the model for Arabic tweets, based on 
HNBCs1 as the ML classifier. 

 
Figure 10: The Implemented Stock Market Classification Model 

using Sentiment Analysis on Arabic Tweets based on HNBCs 
 

3.1 Data Collection using Tweets Collector 
 
This research implements Tweepy method to collect targeted 
tweets from particular pages on Twitter like Almarai 
Company-Saudi Arabia, the Dubai Mall (DM), Etisalat 
United Arab Emirates (UAE), Dubai Marina Mall (DMM), 
and AlSafi Arabia (ASA). The implemented model needs to 
import spreadsheets (database) for use in the Python 
interpreter, it must rely on the Comma-Separated Values 
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(CSV) module. Algorithm 1 shows the implemented method. 

 
 
The main objective for this research is to design and 
implementation for a GCC stock market classification model 
using sentiment analysis on Twitter based on HNBCs, so it 
focuses on consumer reactions and stock market behaviour in 
GCC market beside studying these five companies’ tweets and 
stock separately. Almarai and ASA are represented on the 
Saudi Arabia (SA) stock market, DM and DMM on the Dubai 
Financial Market (DFM) under the title EMAAR Malls, and 
Etisalat UAE on the Abu Dhabi Securities Exchange (ADX). 
Tweets from all five companies have been collected from their 
official sites on Twitter. The research also needs a suitable 
data set to achieve its objectives, so the number of Twitter 
followers for each company is another important reason for 
selecting these five companies. Almarai (@almarai) has more 
than 496,000 followers on Twitter, DM (@TheDubaiMall) 
more than 814,000, Etisalat UAE (@etislalat) more than 
2,000,000, DMM (@DXBMarinaMall) more than 10,000, 
and ASA (@alsafiarabia) more than 46,000. 

3.2 Labelling Technique 
 
In this research, this phase has done by experts in the domain 
of stock market analysis based on the stock market concepts 
and consumer reactions analysis to assign the appropriate 
sentiment weight for each tweet such as positive, negative, 
and neutral. The real sentiment weight is related to the effect 
of a tweet on stock behaviour such as positive or negative 
affection. Eventually, each tweet has labelled as positive: 1, 
negative: 2 and neutral: 0. All data sets have been sent to the 
experts in the domain of stock market and consumer reactions 
analysis to specifying the appropriate polarity for each tweet. 

3.3 Tweets Pre-processing and Feature Representation 
 
This research has implemented the pre-processing steps 
which are starting with transformations. Then, constructed 
two functions for a specific feature extraction there are 
temporal and spatial function. The last process of the 
pre-processing phase includes n-gram, Term 
Frequency-Inverse Document Frequency (TF-IDF) feature 
representation, and features reduction only for the English 

tweets. Algorithms 2 and 3 show the implemented method for 
the English and Arabic tweets transformation respectively. 
 

 
 

 
Algorithms 4 and 5 show the implemented method for the 
English and Arabic tweets filtration respectively. 
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3.4 Classification based on HNBCs 
 
HNBCs represent two classifiers, HNBCs1 and HNBCs2. 
Each classifier has the ability to classify data set in CSV 
format with the following array design: [id; timestamp; 
tweet.text; tweet’s label]. Algorithm 6 shows the 
implemented method for the main model. 

 
 
Algorithms 7 and 8 show the implemented method for the 
HNBCs1 and HNBCs2 respectively. 
 

 
 

 
3.5 Performance and Evaluation 
The aim of this phase is to evaluate the performance of each 
implemented HNBC. The evaluation covers the following 
measurements: precision, recall, F-measure, support, and 
accuracy. The most significant measurement for the 
implemented model is accuracy because it reflects the extent 
of the improvements in the proposed over other models using 
the same classifiers (NBCs) and same kind of data set. 
Measurement of accuracy is especially significant because it 
reflects the ratio of correct pattern recognition and specified 
polarity. 

 

3.6 Stock’s Behaviour 
 
Decision making in stock market investment is based on the 
ratio of the data analysis accuracy, meaning that accurate 
analysis will lead to a safe decision; this is the main goal of 
this research. From another perspective, the goal involves 
increasing the classification accuracy by applying and 
constructing valid methods to help the decision makers in 
investing in the stock. They are provided with accurate 
information about a specific company, based on sentiment 
analysis of the company’s tweets. Stock behaviour has three 
conditions: rising, falling and stable. Each behaviour reflects 
the size of the related polarity. For example, when the 
majority of tweets are negative, this will lead to a fall in the 
stock’s behaviour as the demand for the company’s products 
or services drops. Figure 11 shows this in a graphical form. 

 
 

Figure 11: Stock’s Behaviour 
The behaviour ratio in Figure 11 is related to the percentage 
of rising, falling and stable stock behaviour on the stock 
market indicator. For example, when the stock indicator rises 
to 30%, the behaviour will be positively affected by 30%, and 
similarly with the other two behaviours.  

4. EXPERIMENTAL RESULTS 
 
This section presents the results of the HNBCs 
implementation using six different data sets: Almarai and 
ASA Arabic tweets, and Almarai, DM, DMM, and Etisalat 
UAE English tweets. The performance and evaluation of the 
model has five measurements as mentioned in Section 3.5. 
The following sections present the performance and 
evaluation results for the HNBCs. 

4.1 HNBCs1 Performance and Evaluation 
 
Tables 1 and 2 show the implementation results for HNBCs1 
using Almarai and ASA Arabic labelled tweets. Almarai 
tweets were collected from 18 September 2016 to 25 May 
2017, and the number of tweets for this test is 3,214. 3,168 
ASA tweets were collected from 11 June 2015 to 4 January 
2019. 
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Table1: HNBCs1 using Almarai Arabic Tweets 

 
 

Table 2: HNBCs1 using ASA Arabic Tweets 

 
 
The second data set contains 3,236 Almarai tweets after 
translation into English. Table 3 shows results of this second 
implementation. 
 
 

Table 3: HNBCs1 using Almarai English Tweets 

 
 
The third test was based on the three data sets originally in 
English. For DM 3,097 tweets were collected from 26 March 
2015 to 24 November 2017; for DMM, 3,159 tweets collected 
from 30 December 2014 to 29 January 2019; and for Etisalat 
UAE, 3,217 tweets collected from 8 February 2017 to 25 May 
2017. Tables 4, 5, and 6 respectively show HNBCs1 these 
results. 

Table 4: HNBCs1 using DM English Tweets 

 
 

Table 5: HNBCs1 using DMM English Tweets 

 

 
Table 6: HNBCs1 using Etisalat UAE English Tweets 

 
 
All achieved a high level of classification accuracy. In 
practice, when the number of neutral and negative tweets is 
less than positive tweets, this reduces the classification 
challenge because the model’s learning algorithm learns 
more about the positive label and generates more 
relationships between the features and labels. The 
classification was done using six different data sets based on 
HNBCs1; each test shows that HNBCs1 has high 
classification accuracy even though size and language are 
different in the classified data sets. 
Eventually, the classification performance measurements 
such as accuracy, precision, recall, and F-score reflect the 
classification reliability specifically when executed using 
high-bias data, so high precision and recall mean the model 
learning algorithm returned more relevant than irrelevant 
data. The F-score also relies on precision and recall, so it 
reflects the classification’s reliability because when the 
F-score is high this means high precision and recall. Tables 
1-6 show that the precision, recall, and F-score values are 
often close. 

4.2 HNBCs2 Performance and Evaluation 
 
The HNBCs2 classifier represents hybridization between 
BNB and SSNB. Tables 7-10 show the results with the same 
four data sets. 
 

Table 7: HNBCs2 using Almarai English Tweets 

 
 

Table 8: HNBCs2 using DM English Tweets 
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Table 9: HNBCs2 using DMM English Tweets 

 
 

Table 10: HNBCs2 using Etisalat UAE English Tweets 

 
 
HNBCs2 has a high level of classification accuracy with all 
data sets. The hybridization improves learning as it is based 
on the supervised learning of BNB and the semi-supervised 
learning of SSNB, with the expert labelling technique. 
Finally, the performance and evaluation results for all the 
classifiers show that HNBCs have a high level of 
classification accuracy using different data sets and but with 
the same parameter values and labelling by experts. The 
hybrid model performance measurements such as accuracy, 
precision, recall and F-score were high, reflecting the 
reliability of the classification. High precision and recall 
mean the model learning algorithm generates more relevant 
relationships between features and labels (positive, negative, 
or neutral). These relationships lead to high classification 
accuracy and reliability at the same time. The two classifiers 
HNBCs1 and HNBCs2 were based on the hybridization which 
combined individual advantages in a single model. The 
combination was based on supervised learning using a 
multinomial classifier (MNB), multivariate classifier (BNB) 
and the semi-supervised classifier (SSNB). The performance 
and evaluation results reflect the importance of selecting 
appropriate classifiers to meet the research requirements. 

5. BENCHMARKING 
 
The comparison depends on the following standards [76], 
[77], [78]: 
 
1. Source of the data set, for example online, internal, and 

logs. 
2. Type of data set, for example text, and tweets. 
3. Size of the data set, for example the same or different. 
4. The implemented classifier, for example the characteristics 

and domain. 
 

In this research, a comparison was made between the HNBCs 
and the baseline NBCs to see how hybridization, selected 
features and expert labelling improve the stock market 
classification accuracy. The same data set of tweets is used, 
and the classifiers are Naive Bayes Classifiers. Table 11 
shows the classification accuracy for the baseline NBCs and 
the HNBCs using Almarai Arabic and English tweets. 
 

Table 11: HNBCs Classification Accuracy vs NBCs 
ML 
Classifier 

Accuracy using Almarai 
English Tweets 

Accuracy using Almarai 
Arabic Tweets 

HNBCs1 90.26% 89.45% 
HNBCs2 90.48% - 
NB 87.4% 87.9% 
MNB 80.37% 75.97% 
BNB 79.45% 75.42% 
SSNB 77.9% - 

 
The table shows that the classification accuracy for the 
HNBCs is higher than for the baseline models, despite using 
the same data sets, English and Arabic tweets. Also, 
regarding the models reviewed in Section 2, Table 12 shows 
the results of the classification accuracy using the baseline NB 
classifiers against the results of the classification models 
constructed in this research. 

Table 12: HNBCs Classification Accuracy vs the Reviewed 
Classification Models based on NB 

 
Table 12 shows that the HNBCs achieved high classification 
accuracy using data sets of different size and language. 
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5. CONCLUSION 
 
In conclusion, a GCC stock market classification model for 
sentiment analysis of tweets based on HNBCs was proposed 
and implemented. The model aims to provide stock market 
investors and decision makers with more accurate and 
reliable stock market indicators based on a real data set, 
labelled by experts. The research achieved its objectives and 
makes the following contributions: 
 
a. Inclusion of a spatial and temporal function to extract the 

tweets’ id and timestamp, incorporating them into the 
processed text before the data representation phase. 

b. The expert labelling for the stock market classification 
model. 

c. Construction of HNBCs for GCC stock market 
classification using sentiment analysis of Arabic tweets. 

d. Construction of two different GCC stock market classifiers, 
HNBCs1 and HNBCs2 using sentiment analysis of 
English tweets. 

e. Improving classification accuracy by constructing a stock 
market model using sentiment analysis of tweets. 

6. RECOMMENDATIONS AND FUTURE WORK 
 
Recommend that spatial and temporal features are necessary 
in stock market classification models that use sentiment 
analysis of tweets. Employing expert labelling techniques to 
construct the learning model reduces risks in decision making 
by increasing the reliability of the sentiment analysis, a 
necessary process for any classification model based on 
supervised ML methods. At the same time, the process of 
selecting a ML method must be based on the suitability of the 
selected method to the research domain and the purpose of the 
research. 
 
For future work, we intend to increase the size of the data set 
for training and testing, to further improve the classification 
model outputs. At the same time, we are looking to add more 
related and specific spatial and temporal features, according 
to the decision-making concepts and fundamentals of the 
research domain. 
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