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 
ABSTRACT 
 
The present study carried out a comparison between average 
and max-pooling in Convolutional Neural Network for 
scoliosis classification. In the past, around 2 to 4 per cent of 
adolescence has been reported to suffer with scoliosis. 
Currently, radiographic is the clinical approach used in 
identifying the Cobb angle to determine the suitable treatment 
for this category of patients. However, over exposure to 
radiographic have been seen to what is leading to the risk of 
cancer. As such, the present study proposed the used of 
photogrammetric approach to overcome the radiographic side 
effect. The photogrammetric of human’s back is acquired to 
classify the scoliosis into Lenke Type 1 or Non-Type 1. Due to 
limited dataset, rotation, x-transition and y-transition of data 
augmentation was carried out. These data are classified using 
convolutional neural network. The convolutional neural 
network (CNN) consist of convolve layer, pooling layer, fully 
connected layer and softmax layer. Selection of the best 
pooling layer is important to increase the accuracy of 
classification. As mentioned earlier, the present study 
compares between average and max-pooling layer to classify 
the Lenke classification system. The result shows that the use 
of max-pooling can achieve a higher accuracy which is 84.6% 
compared to average pooling. Future studies are encouraged 
to collect more data to further prove the effectiveness of 
max-pooling layer.  
 
Key words: Scoliosis, Lenke, Convolutional Neural 
Network, Max-pooling, Average pooling.  
 
 
1. INTRODUCTION 
 
Scoliosis is a structural three-dimensional deformity of the 
spine determine by more than 10 degrees of lateral curvature 
 

 

[1]. The work to assess and monitor early-onset scoliosis or 
also known as spinal deformity in patients has been studied 
for less than 10 years [2]. It was reported that around 2 to 4 
percent of adolescent idiopathic scoliosis (AIS) suffer from 
this condition and between 70 and 80 percent does not know 
the cause of scoliosis. It is important to identify scoliosis early 
by classify the different spine deformities, to assign 
appropriate treatment for the patient. The treatment for each 
angle is different according to the degree of angle and some of 
the cases do need a surgery. However, radiographic is the 
widely used approach to determine the scoliosis curve. This 
method consists of entire spine, thoracic (upper back) and 
lumbar (lower back). Cobb angle is the formal standard to 
classify the scoliosis curve by their location along the spine 
and degree of the curve [3]. 
 
Conversely, the use of radiographic image might increase risk 
of cancer associated with the high number of radiographs 
taken to measure scoliosis progression [4]. According to [5], 
patient that is diagnosed with mild scoliosis are ten (10) times 
more common compared to the serious cases of scoliosis. 
Also, there exist the subjects of unnecessary high exposure to 
radiographic. In which many alternative solutions have been 
introduced to overcome this problem. One of the first of such 
approach is moiré contour which is to replace radiographic 
image to identify Cobb angle from back surface [6]. This is 
followed by rasterstereography [7], the integrated shape 
imaging system (ISIS) [8] and the Quantec scanner [9]. 
Nevertheless, these approaches are still behind expectations 
because of the limitation of available technology.  
 
On the other hand, photogrammetry is a comfort technique of 
image acquisition where it avoids a physical contract between 
patient and devices. It provides fast data capture compared to 
existing technique, such as radiographic or CAT scanning 
[10]. The image of back body surface is taken and processed 
using computer vision to start gaining attention in order to 
overcome the disadvantage of common radiographic 
approach for scoliosis angle detection. 
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Also, deep learning has been a very well know machine 
learning technique where numbers of higher accuracy have 
been reported on many domains, such as image analysis, 
recognition and more [11] [12][13]. Among all the techniques 
in deep learning, Convolutional Neural Network (CNN) is the 
most popular that produces a promising result with a simple 
and straight forward architecture compared to other deep 
learning techniques. The CNN architecture consists of 
pooling layer where it converts the joint feature 
representation by keeping the important information and 
remove the unwanted details [14]. The most common pooling 
are max and average pooling in which both are working in 
different ways.  
 
Studies also show that, max-pooling has been used to classify 
ImageNet dataset, in which this pooling layer has achieved a 
high accuracy [15]. However, it only identifies the maximum 
element and ignores others pooling region. Meanwhile, 
average pooling proves an excellent image classification in 
Caltech101 dataset [16]. But the low magnitudes are also 
taken into consideration and contract reduction of the new 
feature map is produced after pooling. The most significant 
lost if the element is zero, is that the characteristic of the 
feature map will generally be reduced. In all, both pooling 
works differently where sparse coding and max-pooling 
method is better than the average pooling method, but not for 
the resolution in visual tracking [17]. Besides, vary result 
appeared according to different problems [14].  

 
Based on this, the current study carried out a comparison 
between average and max-pooling in convolutional neural 
network for scoliosis classification using photogrammetric 
images of human’s back to identify the Lenke Type 1 and 
Non-Lenke type 1. 
  
2. RESEARCH METHODOLOGY 
 
In the present research, experiment on max-pooling and 
average pooling is carried out on photogrammetric image of 
the human’s back. Figure 1 shows the framework for reading 
photogrammetric image of the human’s back in the current 
experiment. This involves evaluating forty-five (45) images 
of the human’s back of AIS. Data are gathered from Pusat 
Perubatan University Malaya, Selangor, which consisted of 
Lenke type 1 and other images. Thereafter, the data 
augmentation process was executed due to the limited number 
of data and the requirement of convolutional neural network 
algorithm to train a large number of datasets. Also, Figure 2 
shows the sample of scoliosis image of Lenke type 1. 
Meanwhile, Figure 3 shows the sample for Non-Lenke Type 
1. It can be seen that there are large differences in 
photogrammetric image of both lenke and Non-Lenke Type 1 
proven on the radiographic image, where for lenke type 1, it 
only consists of 1 major curve with more than 10 degrees. 
Meanwhile, for non–lenke type 1, it consists of more than 2 

major curves in one radiographic image. As a result of this 
huge differences, coupled with the fact that the most common 
case in Malaysia is Lenke type 1, the present research focused 
on identifying lenke type 1 from the photogrammetric images 
of human’s back. 

 
Figure 1: The framework for Lenke Type 1 classification 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
Figure 2: Sample photogrammetric image of Lenke type 1 and 

the radiographic image of Lenke type 1. 
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Figure 3: Sample photogrammetric image of Non-Lenke Type 

1 and the radiographic image of Non-Lenke Type 1 
 
2.1 Lenke Classification systems 
 
A Lenke classification system was introduced by Lawrence 
Lenke in 2001 to define the curve types of scoliosis patients. 
In order to identify the curve type using Lenke classification 
system, the curve type (Cobb angle), lumbar modifier and 
sagittal profile need to be identified. There are six (6) 
different curve types in Lenke classification as listed in Table 
1.  
 
 
 
 
 

Table 1:  Description of Lenke classification system. 
 

Lenke 
Type  

Structural Non-structural 

 
Type 1  

 
main thoracic  
(major curve) 

 
proximal thoracic 
lumbar or 
thoracolumbar 
 

 
Type 2 

 
Proximal thoracic 
(minor curve) 
main thoracic  
(major curve) 
 

 
lumbar or 
thoracolumbar 

 
Type 3 

 
main thoracic  
(major curve) 
lumbar or 
thoracolumbar 
(minor curve) 
 

 
proximal thoracic 
 

 
Type 4 

 
main thoracic 
(minor curve) 
proximal thoracic 
lumbar or 
thoracolumbar 
 

 

 
Type 5 

 
lumbar or 
thoracolumbar 
(major curve) 
 

 
main thoracic 
proximal thoracic  

 
Type 6 

 
main thoracic 
(minor curve) 
lumbar or 
thoracolumbar 
(major curve) 
 

 
proximal thoracic 

 
According to Table 1 above, the largest Cobb measurement is 
known as major curve, which are Cobb angle 45 degree and 
above. Meanwhile, the minor curve is defined according to 
Cobb angle measurement between 25 degree and more. 
Figure 4 shows the Lenke classification system on spine 
representation.    
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Figure 4:  The curve type of human spine according  

to Lenke classification system [1] 
 
Three (3) types of augmentation are implemented which are 
rotation, xtranslation and ytranslation [18]. Figure 5 shows 
results after augmentation process. The augmentation image 
produces 177 images consist of sixty-eight (68) Lenke Type 1 
and one hundred and nine (109) for Non Lenke Type 1. This 
is followed by the implementation of CNN which is carried 
out from input image, convolve layer, pooling layer, fully 
connected layer and softmax layer. After the convolutional 
process, the softmax layer is responsible to classify the input 
images into two classes namely  L1 (Lenke Type 1) or L0 
(Non Lenke Type 1). In this stage, comparison between 
average and max-pooling layer was carried out. 
 

2.1 Data Augmentation 
 
It is difficult to build a large medical image, especially on 
scoliosis where the health screening is not yet established in 
Malaysia. Due to a smaller number of dataset available, data 
augmentation was suggested to overcome issues in medical 
[19]. In the present research, rotation, x-translation and 
y-translation are implemented to support the limited number 

of datasets. The total data of 177 from 45 original images 
were produced using this approach. 

A. Rotation 
In this process equation (1), an original image of human’s 
back  are rotated into (−20◦) and (+20◦) to generate new 
image samples. The 4 by 4 matrix of cos   and sin   are 
multiply with x and y axis. The x and y represent the location 
of pixel where x is horizontal and y is vertical, where it maps 
each pixel (x, y) of an image to (x’, y’) [20]. 
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B. X-Translation and Y-Translation 

In order to increase the number of datasets, the x and y 
translation are implemented. The x and y-translation in 
equation (2) are done using (x0, y0), to be the movement of 
the two images ݂1 and ݂2. Equation 2 shows the x and 
y-translation [19]. The images were shifted (-5), which is left 
and (+5) which is right up in horizontal for x position and y 
vertical position. 
 

   0,0, 12 yyxxfyxf                        (2) 
        

a) 

 
b) 

 
c) 

 
 Figure 5: image after rotation, x-translation and 

y-translation 



        Nurbaity Sabri et al., International Journal of Advanced Trends in Computer Science and Engineering, 9(1.4), 2020, 689  - 696 
 

693 
 

 

2.2 Convolutional Neural Network (CNN) 
 
CNN is one of the deep learning architectures and has been 
implemented in many domains, such as in agriculture, signal 
processing and more. The basic architecture of CNN consists 
of 3 convolutional layers (1 fully connected layer and 1 
softmax layer). The CNN input any color model and the 
present research focuses on 3 color channels which is Red, 
Green and Blue (RGB) images as an input. Experiment on 
three images sized 227 x 227, 180 x 180 and 160 x 160 were 
conducted [21]. It consists of three (3) convolve layers 
consisting of 20 filters sized 3x3. The padding consists of the 
computational of the size of the padding at training time. 
Therefore, the output will produce an equal size as the input 
when the stride equals 1. All neurons used a Rectified Linear 
Unit (ReLU) [22] with the weights initially being initialized 
from a Gaussian distribution with a 0 mean and a standard 
deviation of 0.01. The average pooling and max-pooling 
function of the window size two (2) and stride two (2) were 
applied, which further reduced the feature map. This process 
was executed repeatedly for three (3) times. Also, in the 
present research, three (3) convolve layers with the filter size 
of 3 by 3 were implemented. The deeper layer of 
convolutional affects the accuracy of the classification result. 
At the end, the final layer of max or average pooling was fed 
into a fully connected layer of size 2 which was connected to a 
softmax layer. The fully connected layer represents the 
number of classes to be classified which in this experiment is 
Lenke Type 1 or Non Lenke Type 1. Figure 6 shows the basic 
CNN architecture consisting of input layer, hidden layer and 
output layer. 
 

 

Figure 6: Basic CNN architecture [13] 
 

2.3 Max-pooling Layer 
 
In CNN, there are two conventional pooling methods, namely 
the max and average pooling. The collection of the largest 
element in each pooling region is done by max-pooling layer 
[18]. It translates invariance on each single cell and produces 
fully connected layers that require objects to be aligned. 
Max-pooling equation below shows an algorithm (3) where 
ykij is the output of the pooling operator related to the kth 
feature map, and xkpq is the element at (p, q) of Rij which is 
pooling region that represents a local neighborhood around 
the position (i, j)  [23] [24]. 
 

xkpq
Rijqp

ykij



),(

max
                        (3)

        

2.4 Average Pooling Layer 
 
The average pooling method takes the arithmetic mean of the 
elements in each pooling region as [18] where |Rij | stands for 
the size of the pooling region Rij. This Equation (4) works by 
calculating the total pixel from each layer size and divides the 
total pixel from the same layer. The averages on each pixel 
are produced at the end of this pooling layer.   
. 
 





Rijqp
xkpq

Rij
ykij

),(

1
              (4) 

Therefore, a comparison to determine the best pooling layer 
between max-pooling layer and average pooling layer has 
been done. The result evaluated is based on the accuracy of 
classification on Lenke Type 1 and Non-Type 1. 
 
3. RESULT AND ANALYSIS 

The classification of Lenke Type 1 with non-Type 1 was done 
using seventy-seven (77) photogrammetric images of 
human’s back after the augmentation process on original 
images. CNN algorithm was implemented to classify those 
images on three types of images sizes (180x180, 160x160 and 
227x227).  Additionally, the three (3) types of pooling layer 
(max-pooling, average pooling and max-average pooling) 
were experimented using three convolutional layers. Also, the 
pooling layer was tested on two (2) stages which were 2 max- 
pooling, 1 average pooling layer and 1 max-pooling and 2 
average pooling. The results of the experiments are shown in 
Table 2. 
 
 
 



        Nurbaity Sabri et al., International Journal of Advanced Trends in Computer Science and Engineering, 9(1.4), 2020, 689  - 696 
 

694 
 

 

Table 2: Result for 1 max-pooling  
 

Max-pooling 
 

Image Size 180 x 180 
 

84.6 
 

Image Size 227 x 227 
 

61.5 
 
Image Size 160 x 160 

 
61.5 

 
 
 

Table 3: Result for 1 average pooling  
 

Average Pooling 
 

Image Size 227 x 227 
 

69.2 
 
Image Size 160 x160 

 
76.9 

 
Image Size 180 x 180 

 

 
76.9 

 
 

Table 4: Result for 2 max-pooling and 1 average pooling  
 

2 Max-pooling and 1 Average Pooling  
 

Image Size 180 x180 
 

84.6 
 

Image Size 227 x 227 
 

53.8 
 

Image Size 160 x 160 
 

61.5 
 

 
 

Table 5: Result for 1 max-pooling and 2 average pooling 
 

1 Max-pooling and 2 Average Pooling  
 

Image Size 180 x 180 
 

69.2 
 

Image Size 227 x 227 
 

76.9 
 

Image Size 160 x 160 
 

76.9 
 

 
 
Table 2 until Table 5 shows the accuracy results of CNN with 
max-pooling layer, average pooling layer and max-average 
pooling layer while Figure 7 shows the comparison accuracy 
between all the combinations and different sizes of images 
used for testing purposes. It shows that the highest accuracy 
was achieved by using CNN with max-pooling which is 

84.6% while, average pooling achieved 76.9% of accuracy. 
Furthermore, an experiment on max-average pooling shows a 
promising result of 84.6% using 2 max-pooling and 1 average  
pooling. It also shows that the use of a single max-pooling 
layer would result in the same finding as the combination of 
max-average pooling. 
 
Meanwhile, the same result of single average pooling was 
achieved using 1 max-pooling and 2 average pooling. This is 
due to the image acquired using a photogrammetric image 
(the human’s back) that is brighter with a darker background. 
This pooling layer collected all brighter pixels and ignores the 
darker pixels.  However, lower result was obtained using 
average pooling due to the ability of this pooling to smooth the 
image, in which the sharp features were ignored to affect the 
decrement of the classification accuracy. 
 
4. CONCLUSION 
 
The present study carried out a comparison between average, 
max-pooling and max-average pooling in CNN for scoliosis 
classification in selecting the best pooling layer to classify 
Lenke Type 1 and Non-Lenke Type 1 of photogrammetric 
images of human’s back. Findings show that by considering 
the maximum element of pixels, max-pooling layer was good 
enough to obtain a high accuracy. It also shows that the use of 
a suitable pooling method was important to increase the 
accuracy of classification. However, the implementation of 
average and max-pooling will be different according to the 
type of data and problem. Thus, more data is needed to be 
used for future study to experiment whether the number of 
data is crucial to produce a high accuracy classification model 
in CNN.  
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