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 
ABSTRACT 
 
Rule-based algorithms are mostly used in recommender 
systems but still, cannot address the issue of uncertainty in 
decision making particularly to senior high school students in 
choosing the right career track because of numerous 
influential factors that may affect their decisions.  That is why 
a career track recommender system using fuzzy logic has been 
developed to address this issue. In this paper, the significant 
factors that is most influential to the decision of the students 
as best attributes were determined using feature selection 
filtering techniques and used as crisp inputs. The result shows 
that the developed fuzzy model performs a high predictive 
accuracy based on the computed mean absolute error (MAE) 
and root-mean-square error (RMSE) scores which decreases 
from the training, to the validation and test sets. The 
recommendation returns the best possible result based on the 
computed normalized discounted cumulative gain (nDCG) 
which is 0.948 from the desired to the actual preference of 
students which is almost near to 1.0. With these, the 
developed recommender system is highly recommended as 
perceived by the users in terms of usability, maintainability 
and portability. 
 
Key words : Career track, feature selection, fuzzy logic, 
recommender system  
 
1. INTRODUCTION 
 
The K to 12 program of Department of Education in the 
Philippines as pursuant to the commitment of the country to 
realize one of the goals of Education for All 2015 (EFA 2015), 
aims to prepare senior high school graduates for better 
educational opportunities and to be more competitive workers 
through earned national certificates [1].  As such, it offers 
tracks for the students to choose from based on what they are 
good at, or which course they are interested in to take for 
college [2]. 

Though career plans are incorporated in the K to 12 
curriculum, the collaborative effort of the school 
administrators, parents, and guidance counselor in helping the 
students choose the suitable career for them is vital [3].  
Hence, the National Career Assessment Examination (NCAE) 

 
 

is also administered to junior secondary students as one way 
of assessing the aptitude and potential of students to pursue a 
career [4]. But this is not enough due to numerous factors such 
as interest in the course [5],  situational factors, parental 
influence, school attended, gender, prestige attachment, and 
passion [6][7]. As well as the ability of the learners to identify 
their preferred career choice, family, and teachers have 
significant role in influencing the student [8] and the 
environmental factors like counselor or other members of the 
family aside from  parents, teachers, and friends, opportunity, 
their own personality traits [9], and capacity. One way of 
addressing these issues is by using a recommender system that 
would suggest an appropriate career [10] to K to12 students 
[11] which helps them in their decision [12] so that they can 
have better studying plans[13] and would be able to assist 
career coordinators or counselors that give significant role in 
counseling students [14].   

There are three common filtering techniques in most 
recommender systems such as : content-based, collaborative 
and hybrid approach [15] where different algorithmic 
approaches are employed like k-means in a collaborative 
filtering (CF) for advising students on what course to enroll 
based on their general point average or GPA [16] and 
conventional neural network in a content-based filtering 
methods in recommending learning resources to students [17]. 
A combination of content-based and collaborative filtering to 
become a hybrid recommendation system  was also used to 
predict suitable colleges that match the students’ profiles 
using rules algorithms and to advised students on which track 
to enter [18].   

Rules usually represent general knowledge [19] just 
like knowledge-based recommendation system in a hybrid 
approach which aims to assist students to select suitable 
courses based on their skills was used in an inference engine 
[20] to recommend based on user’s preference [21] using user 
models as implicit and explicit information for personalized 
learning [22]. This allows the user to achieve the desired goal 
or interest. Additionally,  association rules were also used to 
recommend courses to students including an enhanced apriori 
algorithm based on their grades [23] and to select the best 
major for them [24]. 

Nonetheless, proposing a recommendation system to 
choose a career path based on grades or school performance is 
not enough, thus other relevant factors are also needed [25] to 
be considered in developing career recommendation system 
[26].   Moreover, career uncertainty is an issue that students 
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face in the present [27] since they are also often uncertain 
about their choice of future career [28] even if  they are 
already enrolled in their current career track [29]. These are 
the reasons why this issue must be addressed [30]. The 
problem, however, is that uncertainty is still unresolved in a 
rule-based recommender system [31].  

To address this issue, a soft computing approach must 
be used to handle uncertainty and fuzziness in students’ 
decision. One such approach is Fuzzy Logic or FL  [32] which 
was introduced by Lotfi Zadeh in 1965. Since it is also one of 
computational intelligence techniques that resolves vagueness 
in item features and user’s behavior [33], profile like skills 
and experience[34] , even ambiguities and uncertainties in 
recommendation [35] as well as factors [36] affecting the 
career decisions of students will be addressed. 

1.1 Objectives of the Study 
In reference to the stated problem above, this study aims to: 
1. determine the significant factors as attributes of students 

that influence their career decisions using feature selection 
technique; 

2. assess the accuracy of the fuzzy logic model in predicting 
career track; 

3. validate the result with the desired preference of the 
students and the actual recommendation of the system; 
and 

4. determine the level of acceptability of the career track 
determination using fuzzy logic in an educational setting. 

 
2. LITERATURE REVIEW 

2.1 Fuzzy Logic 
 Fuzzy logic (FL) use the notion of degrees of truth, 

that values may range between 0 to 1. Linguistic variables 
were also used to manage specific membership functions. FL 
has been developed to manage vagueness and uncertainty in a 
reasoning process in an intelligent system such as an expert 
system, knowledge-based system, and logic control system 
[37][38]. These features of FL enables it to become widely 
used in recommendation system so as to provide personalized 
online services by automatically suggesting products/ services 
to customers with high accuracy even if there is a challenge in 
existing uncertainties within the customer and product data 
[39][40]. It can also solve high sparsity problems of user 
rating matrix and be more efficient when the matrix is more 
sparse [41]. 

In education, FL was used in expert systems to 
evaluate students’ academic performance [42], to analyze 
students’ lifestyle [43], providing interactive 
recommendations with interactive and meaningful 
engagement in innovative e-learning [44], and to assist 
teachers, examiners and evaluators  in managing uncertainties 
in the decision making process in evaluating the students [45]. 

2.2 Feature Selection 
Feature selection techniques are effectively used 

together with many classification techniques in an educational 
setting like predicting a student performance model because 
the learning efficiency and performance accuracy are 

enhanced especially that the complexity of the learned results 
reduced [46]. Consequently, it gives several benefits such as 
the removal of irrelevant features [47] and with these limited 
number of features, still, promising results were achieved 
[48]. In addition, by using feature selection in identifying 
significant factors as well as the students’ characteristics [49] 
that influence the studying performance of students [50] and 
in using them in a warning system, is very helpful to the 
learners as well as to the teachers in evaluating academic 
performance for improvement [51] since this is the primary 
goal of all educational organizations [52]. 
  As stated earlier, the senior high school secondary 
students are exposed in numerous influential factors as 
attributes, and in dealing with this diverse and vast amount of 
data, issues in computational time and complexity must also 
be considered to produce a quality prediction model in 
classification [53] and to address this, the application of 
feature selection is needed [54] since it is used in 
pre-processing step of data by selecting appropriate subset of 
features as relevant student attributes before they will be used 
in developing the fuzzy logic model. There are three feature 
selection methods: filter, wrapper, and embedded method. In 
this study, filter methods are used because they generally 
function in pre-processing as features are selected based on 
the characteristic of the data [55]. Furthermore, these methods 
can easily cope with classification tasks in feature spaces of 
large dimensionality[56].  
 
3. METHODOLOGY 

3.1 Data Collection   
 The datasets were gathered from the Grade 11 and 12 senior 
high school students of the two schools division in the 
province of Isabela with prior approval from the schools’ 
division superintendent and academic heads of each school 
through a questionnaire that identified the demographic data 
and other relevant factors needed with the following attributes 
as shown table 1. 
 

Table 1: Pre-determined attributes from the gathered student data 
Attribute Name Description Attribute Name Description 

Track Senior High 
School Tracks Interest 

Interest of the 
students with the 
current track 

Strands Current strands 
enrolled Parent_income Parent’s monthly 

income 
Age Age of the student Parents_influence Influence of Parents 

Gender Student’s gender Relatives Influence of 
Relatives 

Father_ 
Occupation 

Father’s 
Occupation Peers Peer Influence 

Father_educ_ 
attainment Father’s Education Socio_economic_ 

status 
Socio Economic 
status of the family 

Mother_ 
Occupation 

Mother’s 
Occupation Proximity Proximity of School 

Mother_educ_ 
attainment 

Mother’s 
Education Job_opportunities Prestige of career 

Final_Grade Cumulative Grade 
Point average   

  The pre-determined attributes as shown in table 1 with 
description were filtered using feature selection filtering 
techniques to determine the best attribute which further used 
in developing the fuzzy logic model. 
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3.2 Pre-processing of Data 
The dataset from 716 students was divided in three as 

60 percent of the population was considered as the train set 
composed of 429 students, and the remaining 40 percent has 
been divided to validation set which is 144, and 143 for the 
test set, respectively. All unnecessary spaces are removed and 
wrong input texts were edited before they were converted to a 
CSV file. Weka 3.8.0 was used for feature selection using the 
Correlation-based, InfoGain, and ReliefF methods. 

3.3 Developing the Fuzzy Logic Model 
 In designing a fuzzy inference system (FIS), a simple 

diagram was shown in figure 1 which shows the flow of 
operation in the system.  

 

 
Figure 1: Fuzzy inference system diagram 

 
The crisp input will enter a fuzzifier and undergo a 

fuzzification process which transforms input data to become 
fuzzy inputs which will then serve as inputs together with the 
rules from knowledge-base are evaluated in a fuzzy inference 
engine to become as fuzzy outputs. These outputs will be 
aggregated and undergo defuzzification to give the result as 
shown in figure 2. 

 

 
Figure 2. Fuzzy inference system diagram 

 
Figure 2 shows the fuzzy inference system or FIS of 

the prototype career track recommender system using the 
Matlab’s Fuzzy Logic Toolbox version r2017a. It has four 
inputs and one output as variable and the inference engine 
using Mamdani type with 48 rules. 

 
3.3.1 Fuzzification 

Since fuzzy rules are in linguistic forms, the fuzzy 
input and output variables must assign to the corresponding 
linguistic values as shown in table 2.  

 
 
 

Table 2: Fuzzy input and output variables and equivalent linguistic 
values 

Fuzzy Variable Linguistic Values 
Track/strand AD, TVL, AC 
Interest CY, CN 
NCAE CY, CN 
Final Grade FS, S, VS, O 

Result Very Low, Low, Average, 
High, Very High 

 
Table 2 indicates the fuzzy input and output variables 

with equivalent linguistic values which entered in the fuzzy 
inference system in developing a fuzzy model. The type of the 
membership function depends on the actual applications and 
in this study a trapezoidal curve was used which depends on 
four parameters as shown in equation 1. 

 

 

(1) 

 
Each membership functions for the FIS variables are 

constructed using trapezoidal membership function or trapmf. 
 

3.3.2 Fuzzy Rules 
Before constructing the fuzzy rules, academic advisors 

and expert in the field were interviewed and asked which 
serve as the basis to build the fuzzy model as shown in the 
next figure. 

 

 
Figure 3: Fuzzy rules for creating fuzzy logic model 
 
The rule editor in the fuzzy inference system which 

was used in creating fuzzy rules in linguistic form to produce 
a fuzzy logic model as shown in figure 3 has four input 
variables as the if-part or antecedent and one output variable 
as the then-part or consequent of the conditional statement. 

 
3.3.3 Defuzzification 

The commonly used deffuzification method is center 
of gravity (COG) which the output corresponds to the center 
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of gravity of the surface of membership function 
characterizing the fuzzy set that resulting from the 
aggregation of the implication results of the career track 
recommender system (CRS) fuzzy inference system in 
Mamdani type where the andMethod is “min” using 
“centroid” with the given equation below. 

ܦ = 	
∑ = ݅ݔ݅ݕܽ
ܾ
ݔ

∑ = ݅ݕܽ
ܾ
ݔ

										 (2) 

Whereas, D determines the center of gravity (centroid) 
of yi of the membership degree of x and a and b as interval 
values which use the value as the output of the FIS. 

3.4 Evaluation Metrics 
The root-mean-square error (RMSE) and mean 

absolute error (MAE) are used to measure the performance of 
the developed fuzzy model as shown in equation 3 and 4 and 
normalized discounted cumulative gain for the rank of the 
students rating with the given recommendation in equation 5, 
respectively. 

ܧܵܯܴ = 	 ඩ
1
ܰ
෍݁௜ଶ
௡

௜ୀଵ

 (2) 

ܧܣܯ = 	
1
ܰ
෍݁௜

௡

௜ୀଵ

 (3) 

 
(4) 

 
In determining the level of acceptability of the 

recommender system from the users, a Likert’s scale must be 
used as presented to the next table. 

 
Table 3: Likert’s scale and descriptive interpretation for the 

weighted mean of the level of acceptability of the recommender 
system  

Scale Interpretation 
4.21 – 5.00 Strongly Agree 
3.41 – 4.20 Agree 
2.61 – 3.40 Fairly Agree 
1.81 – 2.60 Disagree 
1.00 – 1.80 Strongly Disagree 

 
Table 3 shows the Likert’s scale used for the weighted 

mean with equivalent descriptive interpretation in 
determining the level of acceptability of the recommendation 
system in terms of usability, maintainability, and portability 
as adopted from [57] based on the international software 
testing standard, ISO/IEC 9126. 
 
4. EXPERIMENTAL RESULTS 

4.1 Significant attributes of students 
   The selected best attributes using filtering techniques 
of feature selection were: National Career Assessment 

Examination (NCAE) result, strands, final grade, and interest 
of the students which these attributes are used as crisp inputs 
in the fuzzy inference system as shown in the table below. 
 

Table 4: Selected attributes using Feature Selection filtering 
methods 

Rank Correlation Information Gain ReliefF 
1 Track Track Track 
2 Interest NCAE Interest 
3 Final Grade Interest Final Grade 
4 NCAE Final Grade NCAE 
 
Table 4 shows the result of the feature selection 

filtering techniques performed in selecting the four best 
attributes based on their rank from the three filtering 
techniques used that will serve as important input variables in 
developing the fuzzy model. 

 

4.2 Accuracy of the fuzzy logic model 
It is necessary to evaluate the fuzzy inference system 

using evalfis function for a given set of inputs as shown in 
figure 4. 

 

 
Figure 4: Sample result of evaluation of the fuzzy inference system 

 
The fuzzy inference engine was then evaluated using 

“evalfis” and the result was shown in figure 4. Here, the four 
input data are 3 as strands/track input, 5 for interest, 1 for 
NCAE and 95 as grade which the result as ans is equal to 
88.9565. This indicates that the students have 88.95% chance 
of pursuing their chosen career as related to their current 
track. 

From the 60 percent of the total population considered 
as the train set, 20 percent for the validation set, and another 
20 percent for the test set, the computed MAE and RMSE 
were drawn as presented in Table 5. 

 
  Table 5:  Performance evaluation of the developed model in 

the dataset 
Dataset MAE RMSE 

Training Set 2.013 4.126 
Validation Set .8765 3.767 

Test Set .1764 2.893 
 

Table 5 shows that RMSE as a measure of predictive 
accuracy decreases the value from the training set to the test 
set. This means that a smaller value indicates less difference 
between the estimated and actual values. Additionally, with 
the decrease of the RMSE, the predictive accuracy of the 
model improves. 
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4.3 Validation of the actual recommendation 
Aside from evaluating the accuracy of the predictive 

model, the result of the recommendation was also tested based 
on the response of the students as shown in the next table. 

 
Table 6: Summary of computed normalized discounted cumulative 

gain for the result of the recommendation to students  
Number 

of 
Students 

Cumulative 
Gain 

Discounted 
Cumulative 
Gain (DCG) 

Normalized Discounted 
Cumulative Gain 

(nDCG) 
50 210 57.837 0.948 

    
 Table 6 shows the summary of the computed 

normalized discounted cumulative gain which is 0.948 to 
measure the result of the recommendation based on the 
feedback of the students whether the given recommendation 
was acceptable or not. 

Furthermore, from the predictable range of 0.0 to 1.0, 
which 0.0 the system performs terribly, the computed result 
indicates that the career recommendation system returns the 
best possible answers or recommendation to students. 

4.4 Level of Acceptability  
The simulation of the recommendation result was 

tested and showed to the guidance counselor and students as 
shown in the following figures. 

 
Figure 5: Graphical user interface of the CRS 

 
Figure 5 is a sample GUI of the CRS showing the 

recommendation to a student which indicates a high 
opportunity of pursuing the chosen career track based on the 
given input data as factors. Another simulation was done with 
a different set of inputs as shown in figure 6. 

 

 
Figure 6: Sample GUI of CRS 

 

Figure 6 is another sample GUI of the CRS showing 
the recommendation to a student which indicates an average 
chance of pursuing the chosen career track based on the given 
input data as factors and that additional or adequate guidance 
is needed to deliver to them. 

The black box testing for the prototype of the 
recommender system was also performed and the rate of the 
end-users on the usability of the system is presented in table 7. 

 
Table 7: Weighted mean and descriptive interpretation of end-users 

on usability of the system 

Criteria Mean Descriptive 
Interpretation 

1. The system is easy to learn and use 
by novice computer users. 4.8 

Strongly 
Agree 

 
2. The system has icons/ symbols for 
easy recognition and navigation to 
different forms. 

4.1 Agree 

3. The information on the system 
screen is well-organized and clear. 4.7 

Strongly 
Agree 

 

4. The graphical user interface of the 
system is pleasant user-friendly. 4.6 

Strongly 
Agree 

 

Weighted Mean 4.55 Strongly 
Agree 

 
Table 7 shows the mean and descriptive interpretation 

of end-users’ rating on the usability of the system. The 
respondents strongly agreed on most of the criteria and just 
agreed in the second item. The data further reveals that the 
majority strongly agreed on the usability of the system with a 
weighted mean of 4.55.  

The expertise of IT experts was also considered by 
evaluating the prototype as it undergoes white box testing on 
its maintainability which shown in table 8. 

 
Table 8: Weighted mean and descriptive interpretation of IT Experts 

on maintainability of the system 

Criteria Mean Descriptive 
Interpretation 

1. The system code is composed of 
different functions that are performs 
well in the low level modules. 

4.51 Strongly Agree 

2. The code used the commonly 
used basic techniques and 
structures. 

4.73 Strongly Agree 

3. The system has high order 
programming codes. 4.81 Strongly Agree 

4. The root cause of errors and bugs 
in the system code can easily be 
determined. 

4.66 Strongly Agree 

Weighted Mean 4.68 Strongly Agree 
 
Table 8 shows the weighted mean and descriptive 

interpretation of IT experts’ rating on maintainability of the 
system where the majority of the respondents strongly agreed 
on the given set of criteria. Furthermore, they all strongly 
agreed on the maintainability of the system. 

 Aside from the maintainability of the prototype, the 
portability was also tested by the same set of respondents 
which are the IT experts as shown in the next table. 
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Table 9: Weighted mean and descriptive interpretation of IT Experts 
on portability of the system 

Criteria Weighted 
Mean 

Descriptive 
Interpretation 

1. The system can easily 
be installed by any IT 
Professional on site. 

4.81 Strongly Agree 

2. The data in the 
database are accurate 
and consistent. 

4.45 Strongly Agree 

3. The system can be 
installed and used in 
different operating 
environments. 

4.74 Strongly Agree 

4. The system is 
compliant to the standard 
software testing 
requirements. 

4.88 Strongly Agree 

Weighted Mean 4.72 Strongly Agree 
 
Table 9 shows the weighted mean and descriptive 

interpretation of IT experts’ rating on portability of the system 
where the majority of the respondents strongly agreed on the 
given set of criteria. Furthermore, they all strongly agreed on 
the portability of the system 
 
5. CONCLUSION AND FUTURE WORKS 
 

In this study, a fuzzy-based recommender system is 
indicated to be beneficial for senior high school students to 
address the uncertainties in their career decision. However, 
since numerous factors are considered, feature selection 
techniques are used to remove irrelevant student attributes and 
resulted to have only four significant attributes so that the 
fuzzy inference model will generate reasonable results. With 
that, obtained results show improvement in the accuracy and 
efficiency of the fuzzy logic model. 

Different evaluation metrics were also used such as 
MAE and RMSE to measure the accuracy of the model and 
based on the result, the predictive accuracy is high since the 
computed values were near to zero. Results indicated that the 
students highly accepted the given recommendation to them 
given the high performance with less difference from the 
actual to the predicted value as regard to the nDCG result.  

It is also found out that the career track determination 
using fuzzy logic is timely and will be useful for helping the 
senior high school students under the K to 12 program due to 
it is highly acceptable to the end-users as they strongly agreed 
to its usability, maintainability, and portability. 

For improvement and further work, the proposed 
system needs to be evaluated for more test sets with the 
different set of criteria since the student attributes selected are 
liable to change as significant factors from real data can also 
change.  

Moreover, an online version of career track 
recommender system must be developed and implemented in 
the future so that students can access it anytime and anywhere. 
For more valid result, an enhancement is needed whether the 
recommendation is will also be acceptable to new set of 
students in the future.  

It is also highly recommended that this career track 
recommender system should be fully implemented to serve its 
purpose to students, school administrators, and other 
stakeholders. 
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